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1. INTRODUCTION

The ABORC (arbitrary body of revolution) computer code for the solu-

tion of system-generated electromagnetic pulse (SGEMP) and internal elec-

tromagnetic pulse (IEMP) on arbitrary bodies of revolution is documented

in this report. The code is designed primarily for the solution of elec-

tromagnetic currents and fields produced by arbitrary axisymmetric emis-

sion of electrons due to photons incident on objects such as satellites

or missiles. The complete set of Maxwell's equations is solved and

coupled with particle motion representing currents. Self-consistent,

time-dependent solutions of currents and fields are obtained in two

dimensions.

This report contains a description of code capabilities and various

tests which have been performed to determine the validity of its solu-

tions by comparing ABORC fields and currents with analytical solutions,

where available, and also with other computer codes.

Detailed descriptions of the physics and modeling are contained in

Appendix A. Sample ABORC calculations on problems of interest in SGEMP

are found in Appendices B and C. Results in Appendix B permit order-of-

magnitude estimates for SGEMP responses over wide ranges of object size

and photon excitation. Appendix C contains pertinent considerations of

geometry effects under space-charge-limited (SCL) conditions. The appen-

dices show by illustration the range of applicability of ABORC to S;EMP

calculations.

Some numerical sensitivity considerations are di Žcussed in Appendix

1). These are designed to aid the user in producing results containing

minimal statistical noise. A complete user's manual for ABORC and related

graphics is provided in Appeidix F.
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2. ABORC COMPUTER CODE DESCRIPTION

The ABORC code solves Maxwell's equations with self-consistent elec-

tron motion in a vacuum for axisymmetric geometries. Direct finite-

differencing of the field equations is done employing generalized coordi-

nates, and finite "particles" cl charge are followed through the spatial

mesh of zones to obtain currents. Emission of arbitrary energy, angular,

spatial, and time distributions of currents can be specified, including

fully time-dependent spectrum and spatial distributions. Randomizing

techniques are employed for all distributions for efficient numerical

representation.

Boundary conditions currently available in the code require the

specification of an outer, perfectly conducting cylinder. Free-space

solutions can be obtained by moving the outer boundary out so the clear

time (the time in which reflections from the outer wall return to the

structure; is larger than the problem time of interest. The shape of

the inner wall of the outer conductor can be modified to an arbitrary

body of revolution by specifying conductivities within the outermost

cylinder, but the final spatial extent of the calculation is the above-

mentioned perfectly conducting cylinder.

Finite conductivities can be specified representing imperfect con-

ductors, and dielectric structures may be treated by specifying proper

dielectric constants. While the former is programmed into ABORC and is

implemented by simple input card specification, the latter capability

is somewhat limited. Dielectrics with c = c0 (free space permittivity)

can be specified throughout the volume of the calculation by simply

specifying conductors of very low conductors. Resistors are specified

in this way, where the conductivity is chosen to give the sought-after

resistance value. Care must also be taken here to ensure that the skin

depth of the resistor is large enough to allow proper field penetration.

[Dielectrics with C , present a different problem, however, in that no

U
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provision has been made for them in the field equations. Programming

changes are therefore necessary to add this capability. For certain

cases with smnall, well defined volumes of dielectrics, however, this

change can be relatively minor.

While most SGEMP/IEMP calculations are performed assuming complete

absorption of photo-electrons upon impact with surfaces, back-scattering

of electrons can be specified in ABORC if desired. Variable amounts of

charge with modified energy and direction of propagation can be re-emitted

from surfaces upon contact. This feature is presently limited to back-

scattering from a simple cylinder with energy- and angle-independent

reflection fractions, energy dissipation, and specular angle. Studies

undertaken with this code option have shown considerable effect on SGEMP

response under certain conditions (Ref. 1).

Graphics features include the capability of simple specification of

most major calculational quantities at arbitrary locations to be dis-

posed to various plotting routines. These routines include printer

plots, pen plots, CkT plots, and 16mm computer-generated movies of elec-

tron trajectories. Files of data from different ABORC runs can be over-

laid conveniently, allowing accurate analysis of calculations. 'lime

histories and spatial distributions of fields and currents can be corre-

lated directly with particle trajectories using the movie capability.

The movies provide a helpful tool in debugging coinplicated geometry cal-

culations where electrons are emitted from many surfaces and space-charge-

limiting may occur.

;GIAM K spors,:; I. ItI.1 (1 1 -11- (...) ' , Mi i Ic I) To hk, pr ;e!ntc ;. I t
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3. ABORC VERIFICATION

ABORC has been checked against iznown solutions of Maxwell's equations

and against other computer codes. li:e results of the checkouts are dis-

cussed here. Comparisons are for both non-space-charge-limited and space-

charge-limited currents.

3.1 EMPTY CYLINDER FIELD SOLUTION

ABORC has been compared with analytic solutions for electric fields

in an empty cylinder. These analytic solutions can be derived when a sinu-

soidal axial current density having a Bessel function radial. dependence is

specified:

Jz = Jo• 0 11s) in fL] for 0 < u < L, zero otherwise, (1)

where

R = cylinder radius,

.L = cylinder length,

r, z = radial, axial coordinates,

11 = vt - Z,

v phase velocity,

x first zero of Bessel function J10.

The solut ions for thc radial and axial electric fields at time =./V

are

to [(X' (s)



If.z

- v0 (V- -

A test problem was run with ABORC where the axial current was speci-

fied according to Eq. 1. The test problem had the following characteristics.

Cylinder radius (R) = 0.5 rn

Cylinder length (L) = 1.0 m

Phase velocity (v) = 0.2c

These parameter inputs resulted in an electron flight time of 16.7 nsec

across the cavity, which was used as the maximum running time.

ABORC was run with both constant and variable spatial zones as a

check of the variable-zone capability of the code. The following inputs

pertaining to grid sizes were employed.

Number of radial zones: 10

Number of axial zones: 20
-11

Time step: 2.09 x 10 sec

Zone sizes varied by up to a factor of 10 in the variable-zoned ca•;e.

Equation I was used to update the axial current density each time

step. Fields from the code were compared with the analytic solutions (Eqs.

2fed and 3)at l. 7 nsec. The results of the comparisons are seen ica ctiures

1 and 2 for the axial electrrc field at the emitting end om the cylinder

and the radial electric field at the side of the cylinder, respectively.

The arrows on the geometry figures indicate the electron dimrect ion of

propaga t i on.

Aac OR( results are w ich m the Vase as e-zoe case, mhiich agreed well

-with tne constant -rZnwt case. Agreement adf the code and tinalic results

_-.is very good . SI light d iffe renceCs may b~e at tribhut ed to numer ical i nacc ura -
ches resulting from ia inoite gri l spacingst . [his tesi of the ode in icates

that the field cacusl ation porteion is o[ertin correct ly, g i en the cr-

rent in an empty cy f inde r
Th aroso h emtyfgFe niaeteeeto ieto f
prpia n
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3.2 DOUBLE-CYLINDER FIELD SOLUTION

ABORC has been compared with analytic solutions for E- and H-fields

in a double-cylinder geometry (Figure 3). Analytical solutions to Max-

well's equations are particularly easy to determine for the symmetry and

initial conditions considered here. This simplification follows from the

fact that the H-field in the azimuthal direction satisfies the boundary

condition on a perfect conductor automatically. Any specification of the

E-field which satisfies the boundary conditions and is zero initially

implies a value of the magnetic field from the curl E equation. The com-

bination of E- and H-fields then determines the value of the current den-

sity from the curl H equation, and it is that current which must be used

to drive the computer solution to produce the E- and H-fields.

II
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An example of these solutions is shown in the following test problem.

Analytic solutions are known by the above methods when an axial current

density having the following dependence is specified.

... [J 0 (ki r/a) Y (k)- (ki r/a) sin (4)

for 0 < u < L, zero otherwise,

where

k. = 3.1228 for b/a 2,
b

b = outer cylinder radius,
a = inner cylinder radius,

L = cylinder length,

r,z = radial, axial coordinates,

u = Vt - Z,

v = phase velocity,

,T Y are Bessel functions of order zero.

The value of k. causes the quantity in brackets to vanish at r = a and1

r = b. The axial and radial electric fields at a time equal to the flight

time for electrons down the length of the cylinders are given by

z-T - I Y0v Yoki) J0 (k i .ir/a)+- JL 0J(ki) Yo0(k i r/a) C° L ()z

and
.ki Y .(k 'i J(k. r/a) - J(k) Yl(k. /a)E" ;00 -,i 01 s z (I)

r It E [ 2  L0. (k \

A test p .oblem was runt with ABORC where the axial current density was

specified accordinig to lq. 4. The problem had the fol towing charactetis',ics.

Inier cyliinder r:d its, a 0. 25 III

Outer cyli ndtr radius, b: 0.5 !

C(ylind,.r lcngth, I." 1

Peal, cl. l '1e rit d lcii ty' IIA : 'J 16 ,1 amp/il1l2

((.)'cill'-s t aI t'iel (of onic--half I .11
, Ie,-trmn f'll ight tinme it a r1d iIl

p,>h i t ioil niid% j ' ,ty ' ttwc'cil c\ 1 ildt ''
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Phase velocity, v: 0.2c

Number of radial zones between cylinders: 10

Number of axial zones: 20

Constant spatial zone sizes: Ar = 0..25 1n
Az = 0. 05 m

-11
Time step: 4.17 x 10 sec

The problem characteristics resulted in an electron flight time of 16.7 nsec.

The electric fields normal to the inner and outer cylinder walls and

the end away from the emission surface are plotted at the time of 16.7 nsec

in Figures 4, 5, and 6. The arrows on the geometry figures indicate the

electi-a direction of propagation. The analytic curves arc also shown.

Agreement of the code and analytical results is excellent, with minor dif-

feý ices attribu-able to finite grid sizes used in ABORC. This test indi-

cates that the field .solution i!s operating col.ectly in cylinders with

objects inside.

3.3 PARTICLIL EMISSION TEST"

Sev-ral checkouts of the particle-emission portion of the 1BORC code

have been made. Some of the tests are described here. The particle emit-

ter has built-in coding to store information on each emission energy dis-

tribution used in a given calculation. This information can be plotted at

the end of a run and compared with the desired input energy distributions

to test statistics. Co-'parisons of these "desired" and "obtained" distri-

"butions have shown agreements within pe-inissible statistical deviations.

The deviations are due to the Monte Carlo techniques empla;yed by the code.

Emissions of currents from a variety of geometric objects have been

stud i ed. In many cases, the total charge emitted was analytically cal ciu-

lable (such as emission from simple cylinders or cones). [he emirtor has

been verified kinder these ccmparI ,.on-, with pul ses both long and short

compared to object dimens5ions. The latter case provides a test of the

delayed emission capabiiity of the c,.

A particularly complete c-:ckout of the particle emitter was afforded

by modeling a tirie-dependent spectrum in an electroni-hc am si muI1atiorl ca1-.

c uI at ion. The beam was model,:d with a triarjwl i pols e Sh-rjpe., and the

12
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energy of the electrons was specified as triangular in time. These sim-

plified representations permitted an analytical solution to be obtained

for the time-averaged beam energy. This energy agrees with that obtained

from ABORC when the total electron kinetic energy emitted is divided by

the total charge emitted. The latter numbers are standard ABORC printout

quantities.

3.4 tCHECKOUTS INCLUDING PARTICLE MOTION

Several checkouts of the particle motion of ABORC have been made

against analytic solutions and existing computer codes in both non-space-

charge-limited and space-charge-limited situations.

3.4.1 Analytical Comparisons for Particle Motion

Behavior of individual particles injected into an empty cylinder has

been examined under field conditions where analytic solutions are deriv-

able. In three different tests, each of the three field quantities --E

E , and H0 -- have been specified constant throughout the cav:'ty, with the

other two being set to zero. Then particles were injected in such a way

that simple analyt).cal expressions could be derived to compare with

re;ultant particle motion. The particles were inJected parallel to E

and Er and along the axis when H1 was non-zero. The particles were found

to come to a stop at positions within 5%0' of the analytic predictions when

about 20 time steps from the initial to final positions were taken. The

radius of curvature for particles injected perpendicular to the H-field

was found to agree very well with the analytical value, slight differences

being attributed to finite grid sizes.

Obviously, the abovementioned particle checkouts are limited in scope,

but they do provide some confidence in results. More comprehensive tests

are reported below.

16



3.4. 2 Comnarisons of ABORC with Other S(EMP Codes

ABORC has been compared with the computer codes I)YNACYL (Refs. 2-14)

and S•MP (Refs. 5,6) for the configuration of a cylinder within a cylinder.

Both of these codes solve Maxwell's equations employing self-consistent

particle motion for describing photo-electron currents. The codes have

been applied to varieties of IEMP and SGEMP problems. These comparisons

compare the ability of ABORC to treat an object interior to the enclo-

sure and also to treat space-charge-limited situatians.

Non-Space-Charge-Limited Case - DYNACYL Comiparison

The test problem has the following characteristic dimensions.

Geometry

Outer cylinder length: 6.0 m

Outer cylinder diameter: 6.0 m

Inner cylinder length: 0.8 in

Inner cylinder diameter: 1.4 in

Inner cylinder position: center of outer cylinder

Emission current

Pulse shape: triangular (symmetric), 20--nsec :l'IM

Peak current: 1 amp

Spatial distribution: electrons emitted from top of inner
cylinder only

Electron velocity 0.2c, axial direction

Angular distribution: straight-out Cmi ssion

Space-charge-limiting did not occur here because the fields were not

allowed to affect electron motion in this test.

2,. N. DeIme r e t al. , ''S(MP Phenomenology and Computer Code D)evel-

opmcnt ," J)N 3653F, November 11, 1974.

E. P. Wenaas and A. J. Woods, "Compar i sons of Quasi-Static and Fully
Ih'nami c Solut ions for Electromagnet i c Field Calcul at ions i; a CyI indrica!
Cavi ty," ' 1HI Trans. NLic l. Sc i. NS-21, lPecember 1974. p. 259.

41). C. Oshcrn et "., 'Large-Area F ]ectlron- BeoN Experiments,"'['151.-
RT 8101-011, .July 15, 1975.

5D. L. Mangan and R. A. Perala, "'Satel l ite S(;EMP SuL'facet Current Tech-
ni ques I f,-.. Fr; Trans. Nuc I. Sc i N 5-22, No. 0, December 1975, p. 2421),

Ov. Stett(ier and I1. L. lFngley, "')escriptimn of the SGINCEP Computer
Code St.P, ' Misssion Research Corp. report MRC-R-144, June 1975.
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Grid sizes employed in the two codes are listed below. Constant

spatial zoning, equal in each direction, was used in both cases.

Number of radial zones: 15

Number of axial zones: 30

Maxwell's equation 0.25 nsec, ABORC
time step 0.33 nsec, DYNACYL

The magnetic field near the edge of tile inner cylinder farthest from

the emission point is shown for the two codes in Figure 7. This field

position is on the inner cylinder wall at a radial position of 0.7 m. The

axial position is about 0.2 m from the end of the inner cylinder. The

curves show good overall agreement, with differences in the start-up times

attributable to emission current pulse start-up time differences between

the two cases. These differences were due to initial electron position

and time step treatments existing in the two codes at the time of this

test, and also to field point position differences due to finite zone

sizes.

Space-Charge-Limited Case - SEMP Comirjison

ABORC has been applied to a space-charge-limited calculation of fields

and currents in a double-cylinder geometry and results compared with those

obtained by Higgins* for similar problem conditions. Unfortunately for

this comparison, the emission current spectra differed slightly, but all

other problem characteristics were approximately the same. The input

conditions, while not perfect, do permit comparison of results of testing

most facets of the codes, including the ability to perform space-charge-

limited calculations.

Problem conditions are listed in '[able 1. These and the results are

cast in the scaling law forms discussed in Appendix B. These problem con-

ditions result in a peak surface current of about 1.6 x 10 2 times the

peak emission current, indicating a highly space-charge-lifimited situation.

Results for surface currents ai two positions on the cylinder are

given in Figures 8 and 9 for the two codes. The curves show fairly good

agreement, with results becoming more similar as the field point is far-

ther removed from the particle region. SEMP currents appear to be some-

what more space-charge-limited than ABORC resolts. This is cons ist ent

1). tliggins , M4'C Corp., p r ivate comnminicit. ion, Nlarch 1070.

i 1x
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I

Table I

ABORC/SEMP COMPARISON PROBLEM

Geometry: Double cylinders, length diameter

Outer diameter = 3X inner diameter

Inner cylinder connected by wire to
outer cylinder

Emission Current:

Pulse shape: Triangular, symmetric

Pulse rise time: T = 0.25 x (2nr/c), where
r = inner cylinder radius,
T = pulse rise time
c = 3 x 108 mn/sec

4
Level: 5.5 x 10I amp

Spatial distribution: Uniform emission over end of inner
cylinder away from wire

Angular distribution: Cos 0 measured from surface normal

2o
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with observed emission electron spectrum differences where the distri-

bution used in SEMP had slightly lower average energy than that used in

ABORC. Response of the object to the reflected wave from the outer walls

is seen clearly in Figure 8 in both code results. The clear time is

indicated on the graphs. In general, the codes show enough agreement to

suggest that both are giving reasonable estimates for space-charge-

limited surface currents. Further investigation of the differences

between the results would require analyzing the details of the problem

numerics and code formulations.

3.4.3 Summary of Code Verifications

A summary of the code checkouts is given below.

Empty-cylinder field solution - analytic

Double-cylinder field solution - analytic

Particle-emitter tests - analytic

Particle motion tests - analytic

Comparison with DYNACYi, - non-SCL

Comparison with SEMP - SCL

In addition to these checkouts, ABORC results were included in a compar-

ison of data from several computer codes and analytical predictions con-

ducted by dePlomb (Ref. 7). Problem conditions varied slightly between

ABORC calculations and the other models, but comparison of th1 data was

still a meaningful exercise. ABORC surtfa cc currment pea• va1Lue ilald t inLes

of occurrence were fOtind to he in good general agreeillent with thc,;e other

sources over wide ranges of' emisSion Currentts and spec ta inct1t111ilng SpaJce--

cha r"e- 1 i ited cond it: ons.

1 P. dePlomb, "Anal ytical PrediC tmils of O I.M I%'et'])0i1St ,miLI C('oili
parisol11 n 'i h t monisie ( alc aI il s," K;IIW CIff iincit' v 'm poi't
to) be ipublishhed Api-il 197/0.
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4. SUM24ARY

The ABORC computer code for the solution of SGEMP/JEMP problems for

arbitrary bodies of revolution in two dimensions has been documented in

this -report. A description of code capabilities and code verifications

are given in the main body, while contents of appendices include a

detailed description of ABORC physics and modeling, sample calculations,

a user's manual, and numerical grid choice considerations.

A brief description summarizing ABORC capabilities, physics, and

modeling is given in Table 2. ABORC verification included testing vir-

tually every code capability to some degree, with at least reasonable

similarity to other solutions being obtained. Tested code portions

include empty-cylinder fields, non-empty-cylinder fields, individual

particle trajections, and both non-SCL and SCIL SEMP cal culiations in

doub Ie-cylinder geometries. ABORC has also been compared with I)YNASPIER1-

tRef. 2) on a spherical geometry under SCI, conditions, with reasonable

results. Thus, the code appears to have the capability to handle curved

surfaces as well. Verification of ABORC on very complicated geometries,

ic lud di ng booms1, conical su r toci , etc., has been performjed only to the

extent of checking for reasonable leh:avior of results and observing ntim-

cr s: o'. )ltItr ,'e ,e'C ate1 novies of p:'rt i , tri t o'tor 'ies. il'rect Caill-

par 'l,0sons of re sullt - i ith ano the r code shoiiL p]robab1y be made here.

-Wme invest i it ions conlducttl tlillng ABORCt, ill lddit ian to those

given in Append ices B ;nd C, aia dc a i bed ill Na)I raiic a thbroilug I I

'The :Me prest!) t ,,xallllple of vai ll' b C'lde, C.a)pa)iI it iC!, s lsac h A thie mIoOCe Ill,

,4 t iwv. dependent Spect ria, I'a eallt rlllt ,ýcltllt i , itlld currll - in.icct iwill

silIkit ion tests of satel I ites.

"S1 1'. Waanaasl ; et aI , " n s it iit V Of S(;INP haL , )tlsci to a illtint a ranl
a'tear ,'' " l: 'Ira'>lF. N"ac)! S.; i . N Y.>': Nl(, '0llt'ttnchai' 19 '5, p. .. '.•>

, ,I. kl 1i . I. I t itihl, "SI(I Mi Nats•pun '>a Sarisit i it. to I xp IId
ing•- i g S ti-c, iWh>toni )litp•iit \'iriat ioln,," INI NI , l SI I 2, S1pt a10Ii_
IS, 19-"!.

J.1 WotIdS AnId T. N. I"e u 'e', S I\L'et I 'l ic I: (I1n tt t Iii (i'ct I ll
I'el'c'd ct ails ScIiq l t ltal'5 to' N'laxlceI,' 1 's I 9t t i on1 sl<,' Iu.\\ dS9, I .) ' , [tI ahn;uza V

1. N. Pli1t I , '"t14 ,;t1101 c 1 t A1 ITCt'rc .i' ý, S t l' I it to A I(It allt iAI

k I 1 r k , , 1 , I I 1 0 1 _ N1
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Table 2

SUMMARY OF ABORtC COPP CA.'i.kPILITIES, PHYSICS, AND MODELiNC

Geometrical Configuration

Arbitrary rotationally symmetric bodies inside arbitrary rotationally
symmetric enclosures

Arbitrary energy, angular, and axisymmetric spatial distributions of
emission c;irrent with arbitrary time histories can be specified; all
distiiburions can be time-dependent

Two-dimensional, axisynunetric electron orbits

Two-dimensional, axisymmetric electric and magnetic fields

Limited External circuits

Physical Phenomena InIluded

Photocu7rent emissions are specified to the code; can be time-
dependent in all distrib!itions

Electric and magnetic fields and current densities are calculated

Both perfect and imperfect conductors can be specified

Limited dielectric capability

Fields act on particles of charge via relat:vistic equations of motion

Time dependence treated by updating Maxwell's equations each time
step for new particle positions

Vacuun only

Method of Solution

Emission current brohen into parc icles of charge with velocities;
random emission in all variables

Particles of charge are converted into CuLr'T'ent denCSit ic o01 thc .pa-
t ial grid

:'Urreot denIIsitiCS are used to obtain F- and 11-1fields hy finite-
di fferenc ing a1nd updating Maxwell 's equat ion:'; Variale z'::,1ne si cs

lilectric and mugnetic fields :mct ha'ck on the particlIes via the
equations of notion, alttein'!, their trajectories

"Now -A
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DESCRIPTION OF THE PHYSICS AND MODELING

EMPLCYED IN THE ABORC CODE

. i



A-1, INTRODUCTION

This appendix contains a mathematical description of the ABORC code,

which has been developed to numerically evaluate electron motion and elec-

tromagnetic field generation in ithe vicinity of arbitrary bodies of revo-

lution. The problem cha-acteri.stics are taken to be ;,'otationally symmetric,

reducing the problem to two dimensions. The electromagnetic Fields are cal-

culated from Maxwell's equations and are used to influence the electron

Illot ion.

Electron emission from the surface.s is the source term(s) for driving

the problem. Currents and fields are the quantities which result from the

c alculation. The electron emission must be specified in space and time.

For example, in the case where the emission is due to,. photon interaction

with materials, the photon energy and time spect run determines the emis-

sion characteristics of the electrons. In cases such as this, a separate

electron emission code must be used to get the electrcn spectrum from the

photon ,spectikcm. (Particles are usef.. to represent large numbers of elec-

trons.) The quantities calculated directiv include the currents in the

regions between the conducting surfaces, as well as the (1ectric and mag

net ic fields in those regions. Applying Maxwell's egliations properly at

the boundaries gives suirface cu rrecits and charge densiliei .

The i-einainder of this appendix out lineis the mnethods ot enitting the

par-cic les of charge, calculating part i c le iotion, convert ing that mot ion

to Currents, and solving the field eqCi'toiols. Ehe field equationsl are
Wrie t I'1 a gen•t ral( i di 2o0 O 1 mate sys1t emo, f ti' concer lol fromll the

'1 ~i'Ccoordil at s to tie genoral >vstlem s a I 1 di ScLI 's;('d. Polar coordi--

llatOtes la' used for the pa rticle nt ion.

it ,A



N. 2. ABORC PARTICLE EMITT ER

The particle emission sections of ABORC have been designed to allo)

for relatively easy and flexible duscriptions of compIex emission charac-

teristics and to simulate "real-world" electron emission with a minimum

number of particles. This has been achieved via, the use of a free-form

input processor which operates upon arbitrarily specified emission descrip-

tions, and by implementation of general Monte Carlo methods to the entire

range of emission characteristics - i.e., intensity, energy, angle, space,

and time. We describe herein the features of the emission specification

method and provide examples of the use of the emitter. A description is

included of the operation of the emitter itself, the methods employed,

and the benefits derived.

A-2.l ABORC Emission Input Description

The problem of describing to the computer code exactly what emission

is to be simulated is twofold: (I.) description of the particle character-

istics and intersity, and (2) the position JR the computer model wecre

this -ýmission is to tuke place. The for.lowing describes the essential

features which interface the analyst's desires with the ABORC internal

arrays, flags, equations, etc.

[: S iON CHAPACTFR I ST I CS

The above card simply informs the code that emission information

follows.

5 I SSlN INi-FNSI- 7 - POINT I FAIR TAHLF

The cmis sijor, intensity 4o nimat is used to specify the ti ,e history ftor

the cmission pulses; n is the intensity number, of which there can be up

to 20, and POINT PATR ] ABLE is the time history in amp/m 2 versus time in

s;co. 1i: may be t.seiJ to abbreviate "emission intensity." For examriple, a

20-nso -VItIM tr;aIT1i 1lanr IJlSe with a peak of .1 arip/1n" wo Uld be inp)ut:

v [ I ~ ' ,
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The table may contairc up to 50 point pairs, allowing high resolution

to fairly complex emission time histories, and may be continued on as many

cards as desired.

ENERGY DISTRIBUTION n (BINS = i) = POINT PAIR TABLE

Similarly, the energy distribution card allows for the arbitrary spe-

cification of the emiss 4 on energy spectrum; n is the distribution number,

and again, up to 20 are allowed at present. ED may be used to abbreviate

"energy distribution." (BINS = 1) is optional. i specifies that there

shall be i particles emitted per particle time step per emission zone for

the distribution. If the (BINS = i) input is omitted, the default value

of i is 4. The POINT PAIR TABLE is as before, with relative frequency

[number/unit energy versus energy (eV)] as the parameters. For example,

the spectrum of Figure A-1 might be input:

ENERGY DISTRIBUTION 7 4K,O,5K,.4,6K,.8,7K,1,
(or ED7) 9K,.8,12K,.4,15K,.15,20K,O

Mono-energetic emission is specified simply by EDn = energy.
3

Note the i-se of the "K," which is interpreted as 10 . Various other

letters may be used with flbating point numbers in the emission section;

they are listed in Table A-1. The example spectrum is given normalized

to a peak of 1; however, the emitter normalizes all distribution functions,

so the emission current density has the value specified by the "TIMES" fac-

tor described below under "I:MISS!ON ZONES," and multiplied by the "PLUENC"

factor discussed in Appendix F. Desired relative height for all distri-

butions is all the user need consider.

ANGLE DISTRIBUTION n = POINT PAIR TABLL

The angle distiibution card is shown above. AD may be used to abbre-

viate "angle distribution." The parameters for the point pair table in

this instance are the number of particles per unit angle versus angle in

radians. For example, the distribution of Figure A-2 is given by:

ANG;LE [)I'-Tr IBUTION 3 z O,0,.C.,.75 .1 ,.45,1.5 ,
(or AD3)
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RT-1]257 ENERGY (keV)

Figure A-1. Sample energy spectrum input to ABORC

Table A-1

FLOATIN; POINT MULTIPLIERS FOR ABBREVIATED ABORC INPUTS

Letter Factor Power of 10

P -12

N -9

U -6

K +3

M +6

The letter factor can be used to replace the power of
10 desired on input cards.

I

:' '•31



, 0.75

V)
e-~

I I

S0.45

0. 00LI

0 0.6 1 .1 1.5708

"RT-11258 ANGLE (radians)

Figure A-2. Sample angle distribution input to ABORC

Polar angles are employed in the coding for emission specification. The

angle on the given sample is the angle from the emitting surface normal.

The azimuthal angle distribution is specified uniform from 0 to 2ff for

two-dimensional calculations. Straight-out emission is specified simply

by ATn - 0.

EMISSION ZONES

The emission zonef card simply specifies that emission zone informa-

tion follows. The emission zones, then, are indicated by:

(Zir1) r TO (z2, 2) IN i SDELAY x -11MFS y,LD j,AD k,ADQ3 Z

z r, r1, z2, r, give, (,f course, the coordinates of the zone. i is

the emission intensity time history number reference to be used for the

zone, delayed by x seconds and multilplied by y. The DF'LAY and TIMES fac-

tors are optional, j is the energy distribution number to be used for

the zone , k. is the angle distribution to be used for determining the

direct ioii of each part icle relative to the surface normal, and Z is the

angle distribution reference for the emisssion electron direction azimuthal

I 32



angle about the surface normal. Particles are always emitted to the left

of the line segment running from (zl,rI) to (z 2 ,r 2 ). Therefore, care must

be taken to specify zones in proper order.

As an example, suppose we desire an emission zone position on the top

of a cylinder, from the axis to 0.2-m radius and at vertical position 0.5

ilm. We shall reference the previous distributions and input:

(.5,0) TO (.5,.2) INT 5 TIMES 10, ED7, AD3, ADQ3 2

where we have multipled the current density by 10. We may also want to

* emit from the side of the cylinder (e.g., radius = 0.2 m) but with reduced

intensity and delayed by a couple of nanoseconds:

TO (.3,.2) INT 5 DELAY 2E-9 TIMES .1, ED7, AD3, ADQ3 2

where zI and rI for this emission zone are obtained from the previous zone's

z 2 and r 2 .

END OF INPUT

terminates the emission input processing.

A-2.2 ABORC Emitter Operation

The emitter operation is outlined here. Generally, the idea has been

to randomize the entire emission process instead of emitting from discrete

points in space, angle, energy, and time, as has been done in the past.

This randomization reduces the systematic excitation of high-frequency

modes, and represents physically continuous distributions more accurately

than discrete points for the same number of particles. This treatment of

emission currents is particularly beneficial under high SCL conditions,

where a small fraction of the emitted charge may be causing dominant

response.

The emitter, then, based upon the amount of charge to be emitted at

a given time step, sCes up particles with randomly determined energies

from the given energy spectrum, randomly determined angles (velocity coin-

ponents) consistcnt with the given angular distribution, randomly deter-,

" * i mined position in the emi sýion zone (taken to be uniform over the zone

area) , and randomlv determined emi ss ion time (taken to be umi form over

the particle tie step).
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The energy characteristics of the emitted charges are taken to be cru-

cial to effective simulation. For coding purposes, this translates to

allowing very precise definition of the desired spectrum (discussed in the

input section) and effectively sampling values from this spectrum without

generation of too many particles (which could result in excessive running

times). We achieve these objectives via the use of the "stratified sam-

pling" scheme.* Given a spectrum such as that presented in Figure A-1,

we transform (via integration/normalization) to a distribution function

of the form shown in Figure A-3.

20

16-

S12

LV

LII

I I
1 2 3 [ 4 I STRATUM

0 0.25 0.5 0.75 1.0

SRY-i1259 RANDOM VARIATE

-"Figore A-'. Samiple diFsri l tion fi:nction emiployed by PBORC

A comparison of "strat if led" samnp liug with "stra ight" zr samp ing - I.e.,

sanmpl ing from the cnt i dit J st ribut ion inst e;i of io from ranges with in thc

distributionil will i1iu,;trate thI benetitS of strat rfijtion. ;traight

Monte C-arlin sampli.il j applied to this d i-stribut io; ({i.e., Cenerat ion of a

J . iammershy and 1). [lanidscomh, Mont Car I o Met hods. . Wi ley W I ;on;
New York (. ,51 1
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random variate between 0 and 1 and interpolating the function for the

corresponding energy) yields a standard sampling error s:

n
2 1 e - 2s n-- - (el

i=l1

where

mean,
e. ith
1e. = sampled energy,

n = number of samples taken.

The sampling error, then, goes inversely with the square root of the number

of samples, or four times as many samples must be taken to increase the

accuracy of s by a factor of 2.

The use of stratified sampling (i.e., dividing the 0--to-i interval into

k strata and sampling from within each stratum) gives a standard error:

k (AL.)2 n2
S (e.. is2 = £ n.(n.-l) ij

j=l i P1

where

k number of strata,

ýaj = random variate range for tbe jth interval,

n. = number of samples taken in the jth interval,J

e.. = energies selected.

it is seen thiat the error goes inversely with the number of' samples taken;

i.e., ,touL!I 1lg the number of samples roughly halvec tho standard error.

This translates to better statistics for fewer particles.

The directional cnaracteristics of the emitted charge are important

also. lxperienrc indicates that the angle distribution is not as criti--

taIlly important as tile p,,'iper e:'ergy distriblti:os, particularly at higher

'Itience conditions. We allow, then, th' soeciticition of anguiar charac-

ter ist ics i and apply ltandard Monte Carlo samp I ing to) these di st ri but ions;

instead of the iiiore soph it ic;td s:t, rat i fied var i ety.

With ire•aird to the space and tiiwe characteristics, we take the emis-

s ioin to he 11ni t(ornl o\'2r tilh e miss ion 7:tle arela and over tile emission ti me
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step. Since the intent is to simply spray the emitted charge from the zone

at random positions ir, the space interval and at random times in the time
step interval, we find that the standard Monte Carlo is adequate here also.

in summary, the emitter calculates, from the specified current den-

sity time history, the charge to be emitted at each emission time step in

each emission zone. The energy characteristics are randomly and accurately

selected using the stratified energy distribution sampling. The particles

are then assigned directional characteristics, emission time, and position

via standard Monte Carlo sampling.

An outstanding capability of this particle emitter, aside from the ease

of inputs and specification of complicated characteristics, is its ability

to model time-dependent energy spectra. This capability, necessary for

complete modeling of photo-election emission results obtained from photon-

generating machines, is available by using the existing coding and simply

specifying different energy distributions with different time histories
for emission from a common spatial zone. As many as 20 energy distribu-

tions and 20 time histories can be specified to model the complete time-

dependent spectrum, if necessary.

A-3., ABORC PARTICLE-PUSHER

The finite "particles" of charge emerging from the emitter portion

of the code, discussed in the previous section, are picked up and prop-

agated through the spatial zones with forces acting on theml due to the

[E- and 1l-fields in the space. The particle trajectories are determinedA

by the equations of notion, which are updated each particle time step.

The old and new particle positions are then employed to generote currents.

The currents are used to update the k:- and It-fields. A description of the

determi nation of particle t1-ajectoriesn in ATOi,'.C is given here.

The particle has rest mas I i and char),, ' , "aInd is ill an electric field

I : 1 ,i " 0) and magnetic fiCIOd B (0,0,1" . Th ('[t i 1 of mot on cai1

be numerically integrated in two steps:

1. Find ilhe new magnitude of the ,'elocity v from the energy

eIqua t i on.s.

2. Find the direotrion of tOe velocity frum moenietum equat i 1.

;ot
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The equations were originally updated by differencing the momentuni

equations in cylindrical coordinates. This had the effect of introducing

a singularity at the axis of the coordinate system. To eliminate this

singularity, the particle motion is now described in Cartesian coordinates.

This was a simple and expeditious means of solving the problem.

The force is calculated from the nearest field points of the grid in

the following manner. The magnetic field is equal to the field at the

nearest point. Since in SGEMP problems the magnetic force is small, this

is sufficiently accurate. For the electric fields - say, in the Z direc-

tion - the two nearest fields in that direction are found to have the same

coordinates in that direction. These two are averaged to get the field

acting on the particle. This has the advantage of giving forces on emitted

particles which are given by the normal forces just outside the emnission

surface even though in free space there are self-forces on the particles.

(This latter fact may be significant for bodies with booms, where a long

distance must be traversed by the electrons.)

For motion of the particles, somc confusion exists due to the time

centering of the problem. A primary cause of this is the fact that, as a

particle is injected into the problem, the first time step is important

since violent motion occurs in this step for low-particle energies. We

use a random time step for the injection so that low-energy part icles do

not systematically leave the problem in one step; therefore, the cerntering

is not strictly defined. Still, we have founld the foillo~. in sceilem

adequat e.

Let the Sul)erscript "+" deniote niew Val tIU and x the pt> it i n anid v

the velocity of the particle. The pa)'iticle i'; trea;t ed as beinit, in three

dilliension"s and rotaited about the i.xis of" syillneti-Y back to -i coordi lnlt

system, where oneC of the Coordin*ates i' :r, to Save :40 Lte.

Ufs ing the notat i on

I

whe I v i_ th i cl t ot I i fiht
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and

+ qAt

2nic
2

Making one iteration,

_ V + [1: + O.S(~

y my

Y + Y~ [E,(
4  

+ )

2mc2

and

x =x+ v At,

where q and m are the zharge and mass of the electron and At is the time

step. This o).eration is followed by the aboveinentioned rotation which

involves taking a square root and is, therefore, not ideal.

A-4. DESCRIPTION OF CHARGED-PARTICLE' MOTION BY CU[RRE-NTS

In the numerical sltnofMwll euaIns, curents ar'evl

nat ed It dIisceCte p)oints, in Space and t ime. Par't i c es , rep res ent ing ci cc-

t ions, move in a generalized coordinate system in tine. An i nt eqpolat: ion

sc ua mst he c onst uc t cd t o t r'ans la t' t hie con t i nuoos nlot i on at.' the par -

t I C I VS in o1ý a Se t o f d i SCrete ICurrentsCil , The Scheme chosenl i a;suc hl that

thle res iduzi i charge, as caico lated from lilthe I inc int egralI of the diver-

gutnce o,,f the currenit is s'ero atter ai patrt ic le hla, passed into and then

ali a : rg ionl. (T his does; not hold fo' hounldar1y zontes s ilce i ulet is

actS ideý the region of interest arc' nIot cisie

III thle pentzonling, curent ar eValuýt id ait .'Onle Centers inl

t he~l own di rei.lon and ý.'one lounldar i es nII per"pend i co 1 a direct ioais.

!I, a io y-ca e Ac cardinglyv, a,;a frýcd by the cont inuit)'

Qla 1)1ti1, HR hecaredii e iC at1 zonIe boundariies Il plc e id time.

111ke pi)eitobect ice Is, theln, to take a1 part ic Ic fram poinlt

ki



inI'- -r" *, R

to the point

•:il r b b b tb)
(q Iql q2'q3't

where t = t + At. That is, the currents representing such a translation

must be generated.

Since tho grid spacing is uniform in the q's, linear interpolation

can be performed in the transverse coordi.nates. This can be seen from the

formulation

b a

(i+½,Jkt Q At AtqI (l [j k]

0 (i+½,ik) Aql Q2 (i-1Ijk) Aq2 Q3 (i+i,j,k) Aq3
I Q 2- [ J 2 Q 3 3

tq2 "" q,(r) + (q b )f(t - ta!/,t

q 2

1 q3  Q3 (k) + (qb - q)(t a )/Atdj

Aq3 At

for poim.t (ql,q 2 q3 3- [(i+½)•Aql,jAq 2 ,kAq 3 ], particle ,f charge Q0. Hcre,
l is thle currenit In the q, direction.

II
The first bracket contaiws the real-space particle velocity' in the q1

directia•n. file second bracket contains the real-space volume element. The

.integral. represents the time-average fractional disrtnce fron. the point of1

interest in the transverse directions. It can be seel that the particle is

treated as a vol.nne element in q spaceý of ,iqcnsi,.ns Aql,Aq 2 , Aq 3 , and the

integal represent:; the transverse area overlapp ing the zone of interest.

The time limits are such that they are withi. the range of interest,

t , t, aid the particle i ; within one zone of the point of' interest in its

linear traversal:

ql l + (b(41 ) q") . 3
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q2 ="

q 3 .

"from point a to point b.

In practice, a particle is tracked from point a to point b in inter-

vals of zone crossings so that the appropriate values of i, j, and k are

easily estabLishod. The treatment for J2 and J3 is related to that of J1

by the same symmetry as mentioned in the discussion of the field calcula-

tio.- below.

A-5. SOLUTION OF THE FIELD EQUATIONS

The numerical solution of 14axwell's equations is straightforward.

The initial conditions are that all fields and charge densities are zero.

The currents, as calculated From the motion of the charged particles

injected into the region (!ee below), are the quantities which drive the

time evolution of the fields. Thus, for a medium with the permittivity

(r 0 ) and perm2ability (p0) of free space, Maxwell's equations reduce to

= -J + v x H; e0 at

and
all,

110 -5ý = x

with the initial conditions

o a at t 0,

I1 = 0 at t 0

x n = 0 where n is the normal to the bounding surface.

Putting these equations intuo numerical fo-to foi solution is also

straightforward, and may be done directiy in two dimensions. However,

by performing the task in three dimensions, one is forced into a symmetry

which is very convenient and not obvious in the two-dimensional case.

.o cemplete the geometrical generality (and permit a simple method

of varying zone spacing), the space under consideration is taken to b-_

metrized by the generalized orthogomal coordinates (qlq2'q3) where the

order is ,-uch that the coordinate system is right -handed. Using the
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nctation of Margenau and Mu~rphy, displacements in real space, ds, may he

related to displacemen~ts in q space by the functions Qwhere

ds =Q. dql

Using this definition and Lhe definition of the- Curl, Vs., as the pa-,1

integral of a quantity in the left-hand direction- (Cauchy role) around

a closed path d4.videJ by the area of the enclosed surface, Maxwell's

ey4Liations in finite-differerice forma can be :--epreserited by

0

+ ,n+ i½

Q.~{T7j ki "22 Q7 (ihjk Aq Ik Q

- +1 (i+'-,, j , k+'j1 Q, (i+1
2 , j ,k+11) xq,) - H2 n+ (i+½,,j ,k-!) Q, (i+!½,j ,k-' 2 ) A

2n' 2' 2c 2 f

a nd

0~L 0,~ k+')+2,+1 Q~

-(j-,j+!¾,k+l), Q-, ( i,j+'2 ,k+I) Aq~ - E~ (i,j41
2 , k Q, ( j k 2,k q

Wth t1 thC C01nt 1 no itV y qu1t ion (n10t e-; Selt ia I to der em liJii hf1 the jc d bit

of i nt ere st "'or i t self and. For conme ut ino, pat 1cIcmori ol iiito e~jk!V I0Ta1 nt

c uren Irepresented by

II Nargeirarn and G N. M. u~rphy, 'Ih1c Mat henna;) "(' of Pai vsikc! aind (h n-

is t j- , Pr in ceton, I. Van, NO St 17ancI Company 1V, Inc. C 19 S 6
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n~l 11

Pn (i,j,I) = p (i ,j k)

' - ij,k) Aqk1 Q 2 (i.j,k) Aq2 Q3 (i,j,k ) AqA3

xLn+ ýi+!½,j k) Q2 (i+li'j ,k) Aq2 Q (iI~jkJ

- (-½j~) 2  i-½jk q2 Q3  L(1½,'kA3 J

+ [J"'½ (ij+½,k) Q1 (i,j+ gk) Aqi Q3 (i+½,j,k) Aq3

n [J +½ (iOj-k) Ql (i'j-kk) Aq1 Q, (ijJ!,k+)

2•q
(ii ~k+½-) Q, (i~jk±½ý) Aq1 j2 (j, k+?j) A~l

A . (i,j,k-½) Q1  (i,j,k-½) Aql 2 (ij k-!) Aq2

The notation used in these eauations requires some comment. The super--

script refers to the time step. Thus, some quantities are centered in time

and some are at boundaries in time, Corresponding to this, there are two

time steps. the time step connecting quantities centered in time Atn, md

the time step connectinrIg quantities at boundaries in time, At

Subscripts refer to directions in the generalized coordinate spaze.

Thus, E is the component of the eiectric field along the directIon of a

di splacenient in space given by a displacement in (, at toe spatial point

in que.':t ion. Quantities in parentheses refer to the position in ,,:pace.

Thus, I (u,_,,y) is evaluated at the point in space detcr(lined by the

coordinates

q + (I (NI IN)

(12 -g~ Aq2 + q2 (IN '

3 3 NIIN)

whhere thc •' ii ilwi va Iue of the coordtnnae Ps-;pecified for convenience,

allowIlng the t, Fatia] botnIdries to he other taci '>er() in the i space.

12



It will be noted that the grid spacing in q space is uniform. Fur-

ther, if ore of the Q's is zero at a point of interest, the procedure

fails. In fact, at such points the coordinate system does not metrize

real space. The failure is that many points in. q space correspond to

one point in real space. Such cases must be treated specially.

"The equations for the other components oi the electric and magnetic

fields are obtained by cyclically permuting the integer subscripts and

the corresponding coordinates ca, 63, and y.
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ABSTRACT

General scaling laws have been previously derived and used for

numerous applications in electromagnetic theory. The purpose of this

appendix is to report investigations of the scaling laws specifically

for the nonlinear system-generated electromagnetic pulse (SGEMP) problem,

and to use the scaling laws to present parametric SGEMP calculations

applicable to a wide range of pertinent excitation parameters including

pulse width, fluence, energy spectrum, and object dimensions.

According to the scaling laws, if the pulse time history and object

dimensions are scaled by a factor a, the incident photon fluence is

scaled as I/a, and the emitted electron energy distribution is unchanged,

the resulting electromagnetic response of a perfectly conducting body

will scale as shown in Table B-I.

Results of specific SGEMP calculations are prese-ited, using the

ABORC code in such a format as to make possible structural response

estimates for a wide variety of conditions. Interesting trends in the

response of simple objects as a function of excitation parameters are

observed and discussed.

B-1. INTRODUCTION

Gene-al scaling laws have been previously derived (Refs. 1,2) and

used for numerous applications in electromagnetic theory. This appendix

investigates the scaling laws specifically for the nonlinear system-

generated electromagnetic pulse (SGEMP) problem and, using the scaling

laws, presents parametric calculations applicable to a wide range of

IGeorge Sinclair, "Theory of Models of Electromagnetic Systems,
Proc. IRE, Vol. 36 (19481, p. 1364-1370.

2 T. N. Delmer et al., "SGEMP Phenomenology and Computer Code
Development,' DNA 3653F, November 11, 1974.

3 E. P. Wenaas, S. Rogers, and A. J. Woods, "Sensitivity of SGEMP
Response to Input Parameters," IEEE Trans. Nucl. Sci. NS-22, December 1975.
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pertinent excitation parameters (Ref. 3) including pulse width, fluence,

energy spectrum, and object dimensions. Interesting trends in the response

of a simple object to variations in the excitation parameters are noted

and discussed.

B-2. SCALING LAWS

The quantities most readily scaled are time t, object dimension r,

incident photon fluence P, and electron energy or velocity v. To determine

how electromagnetic quantities of interest scale with t, r, (, and v, one

need only substitute the scaled quantities shown below in the applicable

equations describing the electromagnetic response.

t, = t/T P = P

r' = r/R v =air

For the linear regime where the electron motion is unaffected by the

electric and magnetic field forces, the set af Maxwell's equations is

sufficic c to describe the electromagnetic response of a perfectly

conducting body. Substituting the scaled quantities into Maxwell's

equations results in the requirement that the nondimensional quantities

T and R be equal and that the quantity ý be unity. The resulting scaled

electromagnetic quantities for the linear regime are shown in Table B-l,

where R = T c a.

If the electron trajectories are affectrd by the electric or magnetic

fields (nonlinear regime), then Newton's first law describing electron

motion under the influence of electric and magnetic field forces must also

be considered. The additional requirement resulting from the scaling

substitution into Newton's law is that the nondimensional parameters

r and a must be equal. The resulting scaled electromagnetic quantitie:;

applicable to the nonlinear regime are also shown in Table P-1.

4 7
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Table B-1

SCALING LAWS

Scqled Quantities Scaled Quantities
Quantities (Linear Regime (Norlinear Regime)
Carrent density, J J, = 2.J J, - X2J

S, • 2

Charge density. P = p = a P

Electric field, E E' PE E' = aE

Magnetic field, H H' = rH H' = aH

Potential difference, LV AV" = r/aAV 6V, = AV

Current, I I' = r/al I' = I

B-3. RESULTS

SGEMP response calculations using the ABORC computer code (Ref. 4)

"were performed parametrically as a function of the various excitation

parameters. Responses resulting from a wide range of excitation

parameter values can be displayed by utilizing the scaling laws.

As an example, calculations have been performed for the response of

a right circular cylinder of radius R exposed to a photon pulse of

•luence 4 having a Planck radiation spectrum characterized by an energy

The pulse time history is proportional to sin [(Irt/2)/T], Note that

because of the scaling laws, one need not sclect specific values for

all the various excitation parameters to display the results; they may

be displayed parametrically as functions of T/2vR/c, (R, and C'. The

nondimensional quantity T/(27R/c) is simply the ratio of pulse rise time

tu the time required for light to travel around the object. The quantity

(DR i3 the product of fluence and object dimension which we define as the

"fluence-product," having dimensions of cal/m in the mks system.

For purposes of this summary, the surface current at midpoint on the

side of the cylinder is the quantity chosen to characterize SCEMP response.

Results of the computer calculations are shown in Figures BI •i i)

48-t • ' tt 'iiK, l t I 1'i l Ii+°: ,~ ' l '
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In Figure B.-l, the total current flowing on the cylinder across

the midpoint is shown as a function of the fluence product for various

photon spectra. The following observations are drawn from Figure B-I.

* For characteristic energy in the range of 1 to 100 keV, the

response is essentially linear for fluence-products (RP) less

than 10-2 cali/m. In this ralige, the ,'oftest spectrum yields

the largest emission current and, therefore, the largest

r sponse.

o The responses became nonlinear with increasing fluence products,

and the harder spectra yield higher responses because the more

energetic electrons in these spectra are less space-charge-limited.

In Figure B-2, the total current is shoivn as a function of characteri!,tic

energy for various fluence levels. The following observations can be . 1ide.

"* At the lower fluences in the linear regime, the response falls off

as 1/g 2, which corresponds roughly to the fall-o•' in emission

current density with increasing photon energy.

"* At higher fluences, there is a definite peak in the maximum

response as a function of energy. Thu-, for a given fluence,

there is a defined energy range whic:- produces a worst-case resp, ,se.

The previous results have been obtained for a constant ratio of pulse width

to object dimension.



I

B-4. SUMMARY

Scaling laws for SGEMP excitation are defined.

SGEMP calculations have been performed and displayed in a compact

format using the scalinig laws. Results are useful for making order-of-

magnitude external SGEMP response estimates for a wide variety of

excitation parameters.
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ABSTRACT

Self-zonsistent, fully dynamic computer calculations were performed

using the recently developed arbitrary body--of-revolution code ABORC 'Cnr

complex geometries in SCEMP environments to test the validity of simpli-

fying geometry assumptions previously made in the solations of these

problems. Assumptions such as simple geometry representations of complex

bodies and separability of inside and outside problems are tested. Effects

of gaps, iiiterior elcctrical paths, and booms protruding from bodies are

discussed. High space-charge-limited results are emphasized.

The response of simple bodies such as cyliMners and spheres was

found to be similar to move complex geometries in terms of peak currents

and respoase rise times, although much of the detail in terms of resonant

frequevcies, internal responses, and responses around reentrant bodies

is lost. The inside and outside responses of an object can be separated

in many cases even though both solutions by themselves are highly nouIinear

and the leakage currents are relatively large. The external response of a

highly segmented body is similar to the response of a smoothly connected

body of revolution. The internal response can be considerably different

when a conducting path exists between the segments.

C-1. TNTRODUCTION

The problems associated with computing the SGEMP response of a complex

structure cai ne conveniently divided into two categories: the choice of

structural configuration that best represents the complex object, aid the

chtvicp cf various input excitation parameters for i given geometry. Problems

_ýzoci ated with the response of different structural configurations are

':este, in this paper, while problems ossociated with differences in excitation

parame.ers for a given configuration are treated in a companion papei (Ref. )

- 04



The structural detail that can be treated by the SGEMP codes has

increased from simple spheres and cylinde.'s (Refs. 2,3) to two-dimensional

arbitrary bodies of revolution (Pef. 4), and techniques are being developed

to treat fully solf-consistent problems it, three dimensions. The increase

in modeling detail has been rursued to gain a better understanding of the

SGEMP .:esponse of complex structures, to determine how well the SGCMF

response of complex st)'uctur-es are represented by simple bodies, and to

determine how much structural detail must be included in the model to

represent well defined but quite complex geometries. The purpose of this

paper is to report ongoing investigations in this area, and in paiticular

to address (1) representation cf complex bodies by simple spheres and

cylinders, (2) separability of the internal response from the external

response, (3) representation of segmented bodies by continuous bodies, and

(4) response ch,-a'ýeristics of dumbbell objects consisting of two large

bodies separated by a boom.

C-2. COMPUTATIONAL TFCHNIQUE

The ABORC (arbitrary bod'-of-revolution) code (Ref. 4) used in this

study folves the cumplete set of Maxwell's equations with self-consistent

electron motion for axisymmetric geometries. Direct finite-differencing

of the field equations is done employing generalized coordinates, and

finite "particles" of charge are followed through the spatial mesh of

7ones to o -.,in crreýnts. Emission of arbitrary energy, angular, soatial,

and time distributions cf currents can be specified. Randomizing techniquer

fc- the emission are employed for efficient representation of emission

distributions. Finite conductivities can be specified representing imperfect

conductors, and dielectric str,,ctures may be treated by specifying proper

dielectric constancs.

¾ F. Wenaas, S. H. Rogers, and A. J. Woods, "Se.nsitivity of SGEMP
response to Input Parameters," IEEE Conference on Nuclear and Space Radiation
Effects, July 14-17,1975.

2T. N. Delmer et al., "SGEMP Phenomenology aMd Computer Code Development,"
DNA 3653F, November 11, 1974.

3E. P. Wenaas ct al., "Topics in SEUMP Analysis," IRT document INTEL-RT
0001-080, February 25, 1974.

4 T. A. Tumolillo et al., "Sk~met Program: Current-4Injection Predictions,"

3 volumes, IRT document INTEL-RT 8121-007, February 1975.
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The free-space boundary condition is treated by enclosing the entire

problem in a second outer conducting body of revolution rather than by

uti.1iz~ng a radiative boundary condition. Free-space solutionTs car, be

obtained by moving the outer boundary out so the c-ltar time (the time

at which r,:eflections from the outer wall return to the structure) i-.

laiger thnan the problem time of intvxes',,

C-3. MODELING OF EXCf~II0TN 2'ARXsETERS

All geometries have 'oean placed inside a cylind--ical outer enclosure

of 30 m lengtb and diarheter. This provides for a clear time of about

100 nsec, Thus, free-space conditior~s for the satellite models are

simulated for a period of time long compared to the assumed incident

photoii pulse, mod.-led as v symnimtric triangle with a l0-n~sec rise and

fall and a 10-nsec fullI width at half maximum (?-WHM) . The l0-nsec. -oulse

used in these sm_-dies was chv,'3en because it is approxi-mately equal to the

transit time fir light arouncO the skynet satellite, thus; allov~ing for

the possibility of ex7zil~ing resonances on the strii~ctures. Resuics obtained

here may be !-,caled to coth,ýr obj~ct dimnensions and pulse lengths usil~g

appropriate scalinig latk-, (Ref. 2) . All geometry models are rotationally

s-,,mretric, and al;l surfaces are perfect conductors.

Elect~con emiss.,on CUT'ýerits are specified from the various surfaces

of the bodies representing photo-electron em~ission. The emitted electron

energy ntrriemployed ir. all cases is shown in Fig-urfe C-1. TheC angular

distributioic of evittud electcroos is assumed to be proportional to cos 6

in all caspes ',niform srFatial distributionsz of emission currents are assumed

5.r. all cascs except th.! S',net morlei, although Tverasurements incuicat.e a weak

dependence or the yi.1ld with thie ang.Le of incidence of the photons 27elative

to the sur!face (R.4. 5).

SM. J. Bernstein a,:nd K W. Paschen, "Forward and Backwaro Pll-toemission
Yieids pCrom Metals at Vario.is Y-ray Angles of lnciden.-e," IEEE TCrans. Nucl.
Sci. NS-20 (1973).
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Figur- (C-) .The electron energy s, ectrur. used in all photo-emTissions
here is the revei~se emission from A as computed by the POEM
code. ilhe photoni spectrum is a 50-keV bi,7msstrahlung spectrum
with a 5-mil Mylar filter; the preponderance of photons lie
in the energy range from 7 to 50 keV (Refs. 6,7).

All emissions of currents are ti~me-phased according to the time required

for the p~hctons to reach the emis~sion point. The calculations have been

performed for two fluernce conditions which, for the spectrum indicated,
2result in peak e~mission cu~rrents of 1.5 and 1500 amp/in . Ine lower fluence

correspondis to levels at which the, fields are small enough that no significant

ele-ctron trajectory perturbation.s ,ýccu-- and the problem is essentially

linear, while high fluence i-adicates significant modification of electron

trajectories by the fi,ýId:. Results presented here are primarily, for the

high-flver~ce regimz where responses are nonlinear and 'ýffective excitatijons

-Ire snorter, c~lus~ing higher -frequenr;y response.

--CJ. Bradford, "X-Rz.y-1Jnduce,' Electron EmnissiOn II,' IEEE Trans.
Nuo. Si.NS-20 J19'73).

KN,- Bradford, IEEE -Tai.Nu.c1,. Sci.. NS-19 (1972)



All data for which time histories are presented are averaged over

1 nsec unles.; otherNise noted. This step is helpful in some cases for

interpr-tir.g results due to numerical hash which is caused by the particle

nature of the code.

The validity of soine of the assumptions made here for photo-emission

specifications with respect to p.cactical considerations can cpitainly be

questioned, To assuue the same spectrum for forward-emitted electronis

as for •'ackward-emintted elect-ons may not be unrealistic for surfaces such

as Mylar thermal blankets, but it is certainly nor. -ealistic for thick

surfaces or where sign.r 'icantly dif'ferent materials are present. To use

the same peak int:ansity a"nd angular distribution from the sides of a

cy'i~ndar as from the tp could also be questioLed. However, as stated

before, the purpo,-1 of this paper is to investigate geometry ef.'ccts, and

we have oedeavored to keep the studies and results uncluttered with effects

and numerous carametfzr variations which may cloud the geometry effects

theiiseaves. Sensitivities of these excitation parameLers are treated In

the ccmpan,.on tlaner (Rcf. I).

C-4. RESPONSE C.!ARACTERI ZATI GN

Wi.-,s t- chaiacterize che resronse of an otject inclvde electric and

magneti. fielJs, surface currents, charge densit.es, poten'cials, etc.

!narsmuch as we are interested in the response of the structure, the :ields

at rhe surface of the structure are particularly useful, and in fact, the

normnal el.ct),i.c field and tang~rtial magnetic field at the surface of a

perfectly conducting bcdy are sufficient to specify charge dens)t.ies and

surface ci.rrents. ITr this paper, the magnetic field., ao.e use-K primnarily

to characterize the response, aithough it must he remeinmered that the

electric fields ýre just 4, important in many cases.

C--S. ,EPREhEN rA'IONS OF C( <,-,EX PDES BY S"I'PLE 1,ODI j1S

The first ssu to bc sddrc.-,,ed i! how well complicated satellite
struc'tures canT be res,-ntad rather simpte hodi2-, revolution such

S5 8



as a cylinder or sphere. This question is particularly relevant because

much of the previous modeling of the SGEMP response of structures has

been performed with these simple bodies (Ref. 2). For purposes of this

study, we compare the response of the Skynet satellite (Ref. 4) of that

of a cylinder and sphere. A simplified representation of the satellite

is shown in Figure C-2, along with a simple cylinder of the same basic

dimensions and a sphere of radius 0.72 m having a surface area equal to

that of the cylinder. The regions of emission on all three structures

are represented by the shaded areas on the surfaces. Higher electron

emission from regions of the satellite plated with gold. are indicated by

lOX, while regions of tie satellite with lower emission are indicated

by 0.2X. No emission is assumed from the inside of the outer wall because

this surface is coated with low-Z material which emits fewer electrons.

The outer wall is modeled as an electrically isolated surface to represent

its being held in place by dielectric braces. In reality, the outer

structure is electrically connected by means of solar cell cables, but

these cables cannot be modeled by a body of revolution without disastrous

results for the structural response. The problem of two bodies connected

by a cable or thin rod is treated in subsequent sections.

The regions of emission on the outer surface for the three bodies are

chosen so that the emission surface areas are approxirately equal. Half-

sphere emission is chosen for the sphere to generate worst-case surface

curvents for the spherical model. This constraint, along with that of

eequal emission surface areas, requires an unrealistic emission pattern

from the cylindrical object in which emission occurs over the top half of

the structure only. Thus, it is evident that the sphere hus at l.east one

shortcoming in modeling a cylindrical structure.

Results ii, terms of the magnetic fields at the center of the side

surfaces of the three models for the high-fluence case are shown in Figure

C--3. The pi-dii -tcd pcak cilr-rents For the three structrcs a1rc si nil;1r,

1 It Ityh t lusý 1i MI) I C Tl,. f1 i I to YC1I'MihICL t C•%" 5011.oi1a11t hCh V i or CXi1i h-

Sted ( , J hN , t11 t •' l C,,II).l ýt'.'(1 1)o '!. I ii geCfelC l th1 I ie lode i iiig of t1e1 extc r-

o(I r ;tI i - C e C I ' . ; I) V t si 11 ) d i e.;• iphie •i'1-s to bC ' I,;)sonll. ) c ,

U) I"
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, The response of the complex body is shown in Figure (:-I t a secoml

point within the reentrant portion of the structure which has no parallel

on the simple bodies. The response at this point is quite different from

the responses exhibited by the simple bodies. Thus, we conclude that s:imDle

bodies can reasonably model the external response at least in terms of peak

currents, but that they cannot model features introduced by complex struc-

tures such as reentrant bodies.

120,,,o I, -

E 80

o 40-

U.,

-0

UL.1i . _.

0 10 20 30 40 'q 70 80 9o

T'.M ( s.c )

RT-11857

Figure C-4. Magnetic field betweer equipmn , box and out-yr walJ for Skynet
satellite model. The ,a.k emis ... n current i 1500 amp/m 2 ,
corresponding to a hig -. e-charge-limitel ;olution.

C-6. SEPARAkILI'j D) T\ 'LRNAL AMN XTI \L PESPONS)

The modeling of the ?i. resnonse of . ex bodies us ally

performed by separating the i. onse of the in-._ tn, p rtion of 'he problem

from thai of the external iort(n. Thus, 0i details of tbi- internal

nonlinear response are assimed t be unportui! k by external emi ,sion and

vice versa. Leakage currents between the r'teiior and exterior are con

sidered although they are assumed to repiesL a .•nall perturbation, and
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the two solutions are assumed to be additive. Obviously, this assumption

is valid in the low-level linear regime where field coupling, even if

significant, will not qffect the elcctron motion. Thus thL separability

issue is treated here for the high-fluence, nonlinear response only.

rhe geometxy of Figure C-S has been chosen because such a configura-

tion, with th-,e relatively large 9-cm gap, was thought to maximize the

coupling between the external and internal respcnse, thus tending to rep-

resent a worst case. fn fact, it will be shown in the following section

that the coupling of the two resronses is much less severe for a similar

object without the center rod. A gal- of •' cm is larger than ,ost •',ps ia

actual satellites, and this again tends to be worst-case.

The electr4.c -,nd nagnetic fields were computed at the f-ur points

shown in Figure C-5 for emission froT, the surfaces irdicated b)' the shaded

and dashed lines.

Three cases were considered, including (1) external emission only,

(2) internal emission only, and (3) simultarieous internal and external

emission. The resulting exterior magnetic field at point 1 iz shown in

Figuire C-i6 for exterior emission only and interior emission only. The

resulting interior magnetic field at point 2 is shown in Figure C-7, again

for exterior emission only and interior emission only. It is evident from

these results that emission from the external surfaces causes currents to

flow on the interior which are on the same order as those produced by

internal emission, but that the converse is not true. That is, currents

produced by emissiovi on the inside do not cause large structural currents:

on the outside.

Tne magnetic fields are n-t the entire story, however. Perturbations

in the noniinear response arise from perturbations in the electric field

rather than the ma:r•'etic field (e.g., the nonlinearity in e]ectron trajec-

tories is caused p)rimarily by the electric field, not the magn-ti.: field).

Thus, the strong coupling of the outside current to the inside does not

necessarily mean that nonlinear internal r-sponse cannot be computed

separately from the external response. The peak fields are summarized in

Table 1, and the fields at two points in time in Table 2, where it is

evident that the electric field coupling from the inside to outside is
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Table C-1
S* • PEAK FIELDS AT POINTS INDICATED IN FIGURE C-5 FOR (1) INSIDE EIISSION ONLY,

(2) OUTSIDE EMISSION ONLY, (3) SUMMATION OF INSIDE ALONE AND OUTSIDE ALONE,
AND (4) SIMULTANEOUS EMISSION (UNITS ARE amp/m OR V/m)

Inside Outside Superposition of Inside-
Emission Emission Only and Outside-Only Simultaneous

Field Points On I Only Solutions Emission

- 3.1 iS 18 20

IL, -104 -80 -184 -128

H3  -116 --75 -191 -136

* H -3,7 -3.2 -6.7 -4.2

E 2.0x104 l.lxlU5 I.3xlO5  1.lxl0

1 SlxIoE 2 -'!. lxlO -2.0x3O' -1.3)x10.1.x O

2 4 4 4
"7E 2.0xlO 2.oxl0C 4.0x1O4  2.6x10
**4 -.2.2xl04 .-3.lxl04  -S.3x]{ 4  -3.4x10 4

Table C-2

FIELD VALUES AT POSITIONS INDICATED FOR (1) INSIDE EMISSION ONLY,
() OUTSIDE EMISSION ONLY, (3) SUNMA'i'ION OF INSIDE ALONE AND OUTSIDF ALONE,

AND (4) SIMULTANEOUS EMISSION; FIELDS INDICA"ED AT 10 nsec,
"TIL APPROXIMATE Ti,!.V OF PEAK OF INIERNAL RESPONSE (UNITS ARE V/m)

Inside Outside Superposition of Irn;ide-
Emission Emission Only and Ourtside-Onli Simultaireous

F~eld Poinrts Oily Only Solutions Emis sioýn

Timne 10 nsec

F (outside) 1.1x10 5  1 IxIO 1.1 1 5(0
ý)~~ . IxiOO')

h2 (inside) -1.31 O -(.lxlO,

E3 (insiJe) 1.4xlO _ -7.7x10 6.3x10 6.50xl0"

" F4 (outside) 2.6xiG .-6 9x10 -1,.3x10 -4.iSx10

rinme = 30 nser

E! (outside) 5ý7xl0S 2.9Di0 3. 5xl 1.7x10

2 (insidv) -7.,x 30x - .x1( -5 .. x 1

nsidej i .!,x I0 1.7xi 10 3.-xlO4  1.9x10

E4 (oilcs iJe) -I 2' -. 4Xi0 4  -I.b{l1 4 G24X10 4

-4~i



weak, and vice versa. Thus, there is every reason to believe that the two
Snonlinear solutions can be computed separately. This conclu.,;ion is demon-

strated in Figures C-8 and C-9, where the solutions obtained by adding

the response due to external emission alone to the response from internal

emission al~ne are compared to the response with simultaneous emission

from the inside and outside. Thus, the internal an( external responses

appear to be separable in that the noiil.near responses may be computed

independently. However, the external response is in general not isolated

from the internal response, and the field leakage must be considerea.

p.05

im

1M.

2 T

0.09 ImI I 0.8 m

4 FIF.LE) p.....
POINTS I .4 .

RT- 11858

Figure C-S. Geometry utilized in separabi)ity study. Four fiecld points
ar.. considered as indic:-.ted. The radial position for 11--fie.ids
i.s 0-14 in and for E.fie],s 0,41 n.
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Figure C-6. Magnetic field at point 1 outside the cylinder obtained

S~with exterior emis, ion alone comnpared with the response

at the same pcint produced by interior emission alone
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point produced by external emission aloa•.
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Figure C-8. Magnetic field at point 1 outside the cylinder obtained by add-
ing the response from inside emission alcne to the eesponse from
outside emission alone compared to the response at the same point
obtained by simultaneeus emission from the inside and outside
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C-.7. SEGMENTED- BODY EFFECTS

Satellite bodies have generally been represented by continuous bodies

of revolution fof purposes of SGEMP calculations, although many of the

spacecra_-t manufacturers have designed these systems with segmented penels,

as shown .in Figure C-10a. Although Lhis type of segmentation cannot be

modeled with codes limited to rotational symmetry, we can gain insight in::o

the response of segmncnted bodies by considering segmentation in the axial

direction, as shown in Figure C-lOb. ihu figure without a connecting rod

simulates truly isolated panels, while the configuration with a connecting

rod simulates an i;,ternal connection between panels such Vs a solar cell

cable.

Computations were performed with the three bodies shown in Figure

C-lOb with equal emission from the top half of each cylinder. Peak field

valucs are shown in Table C-3 for the three geometries. The table reveais

very small differences beti.een outside peak field values due to segmenting

or interior return paths. The slight difference in the peak electric field

at the back in the separated cylinder case is due to the lack of charge

transfer to the bottom half of the cylinder in that case. A very signifi-

cant effect on the interior magnetic field is seen, due to large currents

on the interior of the body flowing through the rod.

The external magnetic field near the top ol" the cylinder iV- shown J'l

Figure C-1l for the case of high space-.charge-limiting, It is quitC evi-

dent that the response is essentially the same for theso objects. Similar

reý:ults also hold for the magnetic fields at other points on the external

sdrfa( es.

D)ifferences in electric fields on the lower half of the cylinder should

he evident in the isolated cylinder as compared io the conducting cylinder

due to 'the difference ia charge tran fter. (The late-time electric field on

the lower ntlf of the ;olid body should be larger than on the isolated body

because trans ferred charge can be redistributed on the solid body whiie it

cannot. redistribute in the isolated ca;e except by capacit ive coupling")

Fxpected differences in the late-time elezttric fieds at the bottoin of the

cylinder are evidtot inlFigu'e C-12.
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a. TYPICAL SATELLITE SEGMENTATION

EMISSION
SURFACES

, , 1 -, w

T .1 
4g n.,

0,8 0.03 0.8 .

SEGMENTED, HOLLOW SEGMENTED, HOLLOW SOLID CYLINDER
C"LINDER CYLINDER W11H ROD

b. SEGMENTED BODIES UTILIZED FOR EXAMINING SEGMENTEr) BODY EFFECTS. THE
S'APLC CYLINDER AT RIGHT IS COMPARED WITH RESULTS.

RT- 11863

Figure C- iO( a) ,b). Typical and C•le5l" ) V calcUla Slc !I(tel
bodies in nonlinear SGlFMP



Table C-3

PEAK FIELD VALUES A"' POSITIONS INDICATEDa
ON A SIMPLE CYLINDER A1,I) SEGMENTED CYLINDERS CB'IAT NED

AT HIGH FLUENCE (UNITS ARE amp/m OR V/m)

EMISSION FiELD
SORF.ACES PO;NTS

62

Hollow Segmented
Sol d Cylinder Hollow Cylinder

Field1 Cylinder Segmented Connected by Rod

iI-,

1- 13 14 14

! 2 0 5 -80

H3  0 6 -75

H4  -4.9 -3.2 -3.2
SE1 1.I1 0 Ix.IO5 1 0 l:lO .Ix]O5

t a 4
! 2 0-2.8x'04 -1.8x10 4

44 4
E30 -l.2"x104 2.0xlO4

E4 -3. lxlO4  -1.Sxi0 4  -3.1x10 4

apoint.; 2 ,,-d 3 are inside the top and bottom walls of

the cylinders, respectively. Radial position for If
values is 0.34 m, for F values 0.41 m.
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Figure C-1l. Exterior magentic fields at top surfacc (raJiLs 0.34 m)
versus time for simple and segmented --ylinders shCow, 4T

Figure C2-10
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'L -16000

C,.

S-24000 -
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RT-11864 TIME (rnsec)

Figure C-12. Exterior electric field at point 4 Cratii.s 0.41 m) outside
the cylinder at bottom for simple and segmented cylinders.
Peak emission current of 1500 amp/m 2 , corre.sz:onding tc hign
space-charge-lim.ting, was used.
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P,-, internal response of the isolated r, linder is markedly different

from the response of the cyliAder with the rod, howe;,er. This is not sur-

prising i2 as rnuch aý current is driver. internally because of the tr-nsfl--•r

of ch'arge between segments. Large low-frequency oscillations are evident,

representative of an LC circuit consisting of the inductance of the rod

and capacity of the segments.

I: summary, the modeling of the gross external currerts of a segmented

body can be well represented by a body of revolution, but JIn general, the

rtsponse within the obje'ct is lost by such simple modeling.

C-8. DUMBBELL GEOMETRY

AnotheYr facet of modeling which has been ex3.-ored is a geometrical

configuratiop consisting of two relatively large bodies separated by a

thin rod or boom, Such a configuration night correspond to the case of

solar paddles extending fiom a satellite body.

The dumbbell geometry showi: in Fi.gure C-13 was chosen for this study.

Phe dim'eisions of the main. bcay are t>.e sam6 as those of the isolated

cylinderS treated dr-vicuSl:r. r3ooi lengths of 1 and 2 m were considc red,

with a smaller b-ody attached to the ead. The boom radius was held constant.

S,•-•-1mH0.4 iii• -

L (H LSS 1 ON
"0o.4 m S i7 S ACES

-r -- 0.09m

E .--8 ii

RT-1186E

Fiv. ui-e C-1.3, Dimbhell geometry calculated with ABORC for study of seporatz
bodies con4ie':ted by booms. Boom lengths of 1 and 2 m are
consF dered.
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Calculations were performed for emission from the top and side of the

small cylinder and from the top half of the large cylinder, as shown in

the figura. Thus, the emifzsion from the larger cylinder is identical to

that used in the isolated-cylinder studies.

Figure C- 14 shows the magnetic field responses at the midpoint of the

larger cylinder of the dumbbell compared to results obtained by treating

the larger cylinder separately. The responses at this point are strikingly

similar, indicating that the boom and small attached object do not signi-

ficantly perturb these fields on the side surface of the large cylinder at

this high-fluence level.

The response of the boom is shown in Figure C-15 for boom lengths of

1 and 2 m. It is evident that the response on the boom is significantly

different from the response on the body. The large resonances appear c-)

be characteristic of a:, LC circuit consisting of the inductance of the

dumbbell and the capacity of the two bodies. The resonant frequency

decreases with increasing boom length, as expectcd.

Peak Hl-fields in the boom ire significantly higher than on the sides

of the body, but tte total peak currents flowing on the boom are less than

on the large body:

Iboom 11 x 2Trr -' 135 x 21T(0.07) 57 amps

Iboom - 42 x 4;T(9.7) - 180 amps

Thus, it is evident why the Presence of the boom does not significiintly

perturb the respon,:e of the larger cylinder. The currents on the boom

are lower than on the surface of the body due to effective cancellation

from currents emitted to infinity from each body.

At the higher fluence levels treated here, -:he space-charge-limited

responses of each I-ody appear to be somewhat decoupled. As indicated in

Table C--4, the peak magnetic fields do not change signiticantly as the two

bodies are moneu' furi:her apart, indicating that the trajectories of elec-

trons emitted from the two bod es are not altered by the presence of each

other. In the case of lower space-charge-limiting, where a large number

of electron trajectories would reach oet to distances on the order of' the

separatioii -f hodies, however, we would expect much more coupling.
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Table C-4

SEGMENTED-BODY EFFECT; PEAK MAGNETIC FIELD VALUES
AT POINTS INDICATED AND OSCILLATiON PERIODS FOR A CYLINDER

COMPARED TO A DUMBBELL CONFIGURATION AT 7IIGH FLUENCE

"if1 (amp/m) %2 -135 -127

H1 2 (amp/m) -43 -Al -44

t (nsec) 10 '35 %41

C-9. SUMMARY AND CONCLUSIONS

The self-consistent, fully dynamic ABORC code for rotationally sym-

metric bodies has been employed on a number of bodies to investigate the

effects of approximations of geometries in analyzing the SGEMP response

of a system. We a.'rive at the following tentative conclusions based on

this relatively small number of geometrical studies.

1. The response of simple bodies such as cylirnders and spheres

is s..imilar te more complex geometries in terms of peak cur-

rents and response times.

2. The inside and outside responses of an object can be sp-

arated to firý,t order in many cases, even though both solu-

tions by theinselves are hIghly nonlinear and the leakage

current,-, are relatively large. ",orae interaction of the

7 6



internal and external responses was ';:en*, and that is

undoubtedly geometry-dependent.

3. The external response of e Lighly segmented conducting body

Sis similar to the response of a smoothly coniiected beJy of

revoluti.on. The internal response can be considerably dif-

*1 ferent when a conducting path exists betv.een the segments.

The response then contains a long low-frequency oscillaci'on

similar to the response of an LC circuit consisting of the

inductance of the interconnecting rod and th, capacity of

the segment3.

4. The space-charge-limiting characteristics of two large

objects separated by a distance large compared to the dimen-

sion of the space-charge barrier are relatively unperturbed

by the presence of each other.

i
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D-1. INTRODUCTION

A question which must be considered with every calculation made by

a finite-difference/particle-mover code is how sensitive the results are

to the numerical grids and particle statistics employed in the pro.blem.

Th;s issue is particularly important when calculations are being compared

where only minor changes in input are being considered to determi.ne effects

on response. In this appendix, some results of various grid sensitivity

investigations carried out during the course of several projects are

presented. The goal is to demonstrate how to evaluate ABORC calculations

for numerical grid sensitivity. Some example calculati.ons are shown, and

parameters useful in measuring calculational quality are discussed.

This discussion is an outgrowth of several project•, and therefore,

the examples may be mildly disjointed. The principles discussed apply

to a broad spectrum of conditions, however.

D-2. ABORC GRIDS

Grids which m~ist be specified in ABORC calculations are:

Spatial zoning,

Time steps,

Energy bins,

Angular distributions,

Emission spatial zones.

1he first thi-ee grid types are considered here. Results of variations

of the last two inputs on SGE-MP-iEMP calculations can be found in Refer-

ences I and 2.

E. P. Wena:.is, S. Rogers, and A. J, Woods, "Sensitivity of ;GItMP
Response to input. Parameters," IFI'E Trans. Nuc. Sci ., Vol. NS-22, Dec. 1975,
p. 23 62.

-,E. P. de•Flomb and A. J. Woods, 'Ttwi M- I. and RO: Two- Pimen> ,.oai

Tirv'-Dependent IEMP Computer Codes," DNA 3140F, Mar. 10, 1973.



Considerations which must be made in choosing ABORC grids are summar-

ized below.

Resolution of object

Resolution of time response

Pulse shape

Electron velocity

Clear time

Field gradients

Statistical noise

Computer run time

Computer memory

Object resolution can require fine grids if effects of re-entrant

bodies are being considered, or if body shapes are unnatural for the

cylindrical coordinates employed in ABORC, or if pulse lengths are short

compared to object dimensions. For simple cylinders, however, body

resolution is usually not a restriction. Time response resolution

requirements also must be considered, particularly if the problem is

very dynamic. At least 5 or 6 grid points are required for accurate

transmission of wavelengths. Shorter wavelengths are distorted or do

not propogate through the gird at all (Ref. 3). Obviously, thf. pulse

shape must be considered in choosing time steps and spatial grids if

it is short or has fine structure which should be resolved. Electron

velocity is important in that the distance travelled by the electroni.

in a time step should be roughly compatible with grid spacing and field

gradient distances. Clear-tine requirements, or time for radiation to

be reflected back to the inner object from the outer tank walls, generally

determnine the outer cylinder size because ABORC does not have a free-

space boundary condition. A large clear time results in large outer

zone and charge zone size changes, especially if small object detail ,)r

space-chai•ge bar riers are being ieolved.

Distances over which fields change significaritly should also be

cons idered in choosing space and time zones. Any gross disccrepancy in

3 F. Boris, ''Relittivisti c Plasma Simil,,t ioil-,Opt imi z,,tionI of a
Htybrid Code," Proc. 'ounrth Conference on >.ume 'icl Simulation of
Plasmas, NRL, 19"0.
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which resolution of a space-charge barrier much smaller than She minimum

spatial zone size is attempted, for example, is bound to result in grid.-

dependent results. Computer memory available limits the code to 100 by

100 spatial zones at present.

Statistical noise, due to finite particles of charge crashing through

the spatial mesh, decreases with the number of particles. Computer run

time usually limits the number of particles, however. The time required

for both parti.cles and fields is shown below in 7600 central processor

(CP) seconds.

Parti.cles: 3 x 10-4 sec/particle step

Fields: 10-5 sec/zone step

These numbers translate into about 5 minutes of CP time for a calcu-

lation with ar average of 3000 particles followed for 300 steps through a

c',patial mesh of 70 by 40 axial and radial zones. The piesent cost for

such a calculation at a government installation is about $100. While the

field solution portion of the code is programmed very efficiently, very

little optimization of the particle-pusher coding has been performed to

date. Present run times could be reduced considerably through efficiency

measures.

Obviously, the large number of considerations in choosing grids

prohibits writing down an exact formula for grids which always work

without resulting In unreasonable computer time requirements. Also, to

even suggest that all of the above are important in producing grid-

independent results is somewhat speculative. For example, the requirement

of limiting the distances over which particles travel in each time step

to dimensions small or comparable to distances over which fields acting

on them chinge considerably seems intuitively very reasonable. The problem

is so complicated in a case with many particles at different energies that

resultts might srmooth out and give correct responses even though traj.ectories

of individual particles might be grossly different from reality. Thie best

way to knw,), for certain is to vary grids while holdilg physical propertirs

of a calculation constant, aind Com11par;e response'se. In the following sect ions

results of sonrr of these grid \,arialions aire shown, ;Ind discuss ion of s;ome

of the paraMletler wlhich determned nuMeric;al quli ity of the calculaltionns is

g i ve .

I I I • i ' i ' I I I ' I I I I I 5.• ~



Table D-2

NUMERICAL GRID SPECIFICATIONS FOR MEDIUM- AND HIGH-FLUENCE ZONING STUDIES

Medium-Fluence High-Fluence

A B A B

Minimum zone size (m) 0.005 0.02 0.002 0.005

Number of emission 3 43 34 4
zones

Energy bins 15 15 10 10

Time step (sec)

Particles l.00xl0- 1 0  l. 00x10-1 0  2,5x10-ll 2.5x10- 1 1

Light 1.llxlOI I 3.33x10lO1 0  4.17x0 -12 8.33xi0-12

Number (f particles 2214 2273 1258 1320
in system at 10 nsec

Total CPU time to
10 nsec (sec)

Exact axial zones above the emission surface can be seen in Figures

D-2 and D)-3 (similar variations in radial zones were undertaken simultan-

cously), along w.th ef'ects on normal electric field-, in the space-cha1rge

r - -ri er when zone size7s ar.' varied. Fi gure 1)-2 is for moderate -SCL, while

Figure D-3 is for very high SCI.. Notice the much steeper gradienits and

higher t"ields in the :',igh-SCl. case. It is obvious that the particles will

see a considerably higher i,.lectric field right near the emlssion face with

the fine 7oninig than with the coarser zoning. 1 ti s is; also true in the

mcdi um-FS( case, on ilv much less pronounced. It wonld he rCas( ina)Ie, there -

fore, to expect zone., si ::en itivity i- the high-SCdl. case to be more, pro-

lnolun(ced thall ip the ilode ralt - S-;CI catse. Also io. ice thlat imuiich coarsei' z-on(es,

can hke emploved ait Imxc r tl uencecs without result alnt unireasoonable changes

iI fi lIds |Irt)111 gI iI pci ft to .ri d point.

Ti1c I > ToIi's () f, t' I ci I a t ,ev'e'rc l posit i(llS ;(ilns0 a o i in (0)C o i .c t afre

fourid in 1 i otres lS -I :111d 1) - I- i g, re 1)-I i s Io r medi 1;11) 1 t.l e ec,(' a. d 1)- 5

I- r 'i ,III t] I (1c' c. 1c' C ll'u C' s A!_(' S o e. . id l With a 1).,- c t i eC CeOlst ant

in1 the Ined 1 ilLn11-.m- '-I i .w tse' ;,ld (),2 n1 c i i t he 1 li tlutn 'c t1(1 '0 C C. 'Ithe



D-3. RESULTS OF GRID STUDIES

Fluence Depenence of Grid Requirements

Of the considerations mentioned above for choosing grid sizes in

ABORC calculations, the resoluti,,a of field graA~ients has been one of

the most consistent problems in producing grid-independent responses.

Gradients are not generally a problem for low-fluence conditions in

SGEMF.

As fluence is increased and the electrons are turned back by fields,

very large charge densities can build up close to the object's emitting

surfaces. The distance over which the electric field changes by a factor

of 10 can be as little as 2 or 3 cm ft.- fluences and spectra of interest,

while the object may be 3 m long. Such I- :ge differences in zone

"requirements to describe, both the space-charge barrier and the object

cause concern ove-t the spatial zone dependences of results.

To ir-vestigate spatial zone sensitivities, calculations were per-

formed in which spatial grids were changed while holding all other

parameters constant. The comparisons were made at intermediate and high

SCL. P!,ysical problem coaditions are listed in Table D-1 and numerical

grids in Table D-2. Electron emission results were obtained from QUICKE2.

Table D-1

TEST PROBLEM DESCRIPTIONS
FOR ZONING STUDIES

Problem Geometry Cylinder with length ,liameter 3 m

Clear Tine Greater than simulation time

Electrco Emission

Emission Surface: Zop + half side uniform

Spectrum: see Figure D-1

Aingular distribution: cos 0

Time history: medium fluence: 10-nsec rise, 40-asec, fall
2high fluence: sin puli•e with linec7s



I !

medium-fluence curves show almost complete indev'endence of the grid chqnn'e,

whereas substantial differences are seen in the high-lev 1 case, especially

for field quantities evaluated in regions where many part'"->s are present.

The curves permit several conclusions to be drawn regarding spatial zone

requirements in ABORC calcilations"

• Spatial grid requirements are fluence-dependent.

. Time histories of fields near the object are virtually spatial-

zone-independent for zoning in which electric fields fail off

less than a factor of two for each zone (see Figures [)--2 and

D-4).

. Spatial zone dependence of results is observed for electric

fields falling off by a factor of three in one zone (Figures

D-3 and D-5).

. Sensitivity of response to spatial zoning is greatest in regions

close to the space-charge barriers (Figure D-Sa versus Figure

D-Sd) - i.e., where many particle,, of charg0 are present.

RE FE'RENCES

1. E. P. Wenaas, S. Rogers, and A. J. Woods, "Sensitivity of SGEMP
Reponse to Input Parameters," lIiEE Trans. Nucl. Sci. NS-22, D~ecember
.97F,

2. F.. P. dePlomb and A. .J. Woods, "TDI)IEM-RZ and RD: Tuo-limensional
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APPENDIX E

USER'S MANUAL FOR ABORC AND PERIPHERAL COMPUTER CODES
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E-1. INTRODUCTION

This appendix contains a user's manual for ABORC and for peripheral

coees PLOTALL and MOVIE. Information relating to specific computer require-

ments for the system is given, a flow chart is presented, inputs are

described, and a sample calculation is illustrated. The particulars of

generating overlaid plots and creating computer MOVIES are also spelled

out in "cookbook" fashion, with examples provided. The PLOTALL and MOVIE

codes are described in some detail because they can be used to operate on

data from other electron emission and SGEMlP, and because they are documented

in no other place.

E-2. ABORC COMPUTER REQUIREMENTS

ABORC is a FORTRAN IV computer program operational on the CDC 7630

system. The code consists of about 3500 cards, including all FORTRAN

programs used. No machine language routines are employed. The code cur-

rently is dimensioned for about 160,000 (octal) words of fast memory stor-

age and about 720,000 (octal) words of large-core storage. One fast-

access file is required during execution, although two are used if the

movie option is invoked by the programmer. Run time of the ccde varies

froat I to 30 CPU minutes on the CDC 7600 computer, depending on problem

conditions.

An automatic warn time is programmed into ABORC so that sufficient

time is allowed to save plot files and perform graphics functions even

if the computer run time exceeds the maximum amount requested. The FTN

compiler is used with extended and preset-to-zero core options.

L- 3. ABORC FLOW CHART

A brief flow chart of the code system is shown i F igure L-- I Note

that the electron emi ss ion information must come from a source externa!

to ABORC.
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E-4. ABORC INPUT DESCRIPTIONS

The problem being considered is defined by geometry, emission char-

acteristics, and conductivity characteristics. The two-dimensional geom-

etry is defined by specifying annular conductivity zones which are

described by minimum and maximum axial and radial coordinates. The total

geometry considered by the problem is the sum of all defined annular zones.

The electrons emitted from the body give the driving function for the

problem. Emission characteristics include axial and radial bounds of each

emission zone, energy spectra, angular distributions, and emission

intensities.

The method of describing these physical properties to the code is

outlined below in the input card description. Variable names and their

meanings are given. Data formats are provided if required. Name-list

variables are i.ipat in free form according to the variable type (real or

integer), with commas separating them. Column 1 must remain blank, and

the list begins with b$DEFINE and ends with b$END (where b indicates a

blank space).

The word DEBUG is used at the beginning of the description of those

variables whose primary function is use in debugging problems. Under nor-

mnal circumstances, the default values of these input-, are adequate and

the variables can be ignored, The word EDIT at the beginning of a vari-

able description means that this variable is used in editing results of

the calculations.

The names in parentheses are the variable names used internally in

the code in cases where the internal variaable name u:iffers from the input

variable name. If no default i s given for a variable, that variable must

be input. It" a variable has a maximum value or number of values, the des-

ignat ion MAX :7 or MAX NO. + it; given. A convenie. nt summary of the minimnum

and a ::x ilmln value-s is found in T'able F-1.
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Table E-1

MINIMUM AND MAXIMUM VALUES OF ABORC VARIABLES

Min No. Min No. Max No.

Input Variables

Zone number (each direction) 3 100

Time steps

Emission zones 1 20

Energy distributions 1 20

Time histories 1 20

Angular distributions 1 20

Conducting annuli 0 100

2-D prints 0 30

Mini-prints

Plot quantities 1 40

Calculational Variables

Total number of particles emitted 0 1000
in a given time step

Number of particles being followed 0 17,300
in a given time step

Number of point pairs per 1 50
distribution

Total allowed values in all point - k2000
pair tables for emission

Total allowed point pairs in time
history plots (counting all -urves 4000
which are overlaid)
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Certain terms peculiar to this code are used in the input card

descriptions repeatedly. Definitions of the terms are listed below.

Mini-print A short printout of certain problem parameters plus

requested plot quantities can be requested at times

independent of large "2-D prints" (see below). Auto-

matically printed at 2-D print times.

2-D print Spatial distribution printouts of fields, currents,

and charge densities (very large).

c Speed of light (3 x 108 m/sec).

Ax Used to designate both Ar and Az, the spatial zone

increments.

Card 1 (8AI0)

TITLE

Card 2 (4012)

IOPT(l)=0 The driver of the problem is the particle emitter.

=i The driver is an analytic current specification up

the axis (see subroutine TESTJ); used for debug

purposes.

Default: IOPT(l) = 0

IOPT(2) DEBUG. Particle motion printout. Print first and

"last IOPT(2) particles.

Default: IOPT(2) =0

IOPT(3)=+l Plot all input distributions.

=-l Suppress input distributions.

Default: IOPT(3) = 1

IOPT(4)=0 Random emission.

=1 Analytical emission (see subroutine TESTJ); used for

debug purposes.

Default: IOPT(4) 0

IOPT(4)=0 Random emission

=1 Analytical emission (see subroutine TESTJ); used for

debug purposes.

Default: l1 'T(4) = 0

IOPT(S) DEBUG. Print first and last IOP'i(5) emission particles

every emission step.
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IOPT(6)>0 DEBUG. Statistics check plots of emitted particle

energy spectra.

Default: IOPT(6) = 0 (no print)

IOPT(7) Number of CP seconds to leave at end of run for plots,

files, etc.

Default: IOPT(7) = 20

IOPT(8)=0 Do not check parcicle emission statistics.

=1 Check particle statistics.

=2 Check and print debug print of particle statistics.

Default: IOPT(8) = 0

IOPT(10) Number of chances a particle has to emerge from a non-
(NESCAP)

zero conductivity region.

Default: IOPT(1O) = 5

IOPT(II) Beginning random number selector. Generator is called

IOPT(II) times before start of a calculation.

Default: IOPT(ll) = 0

IOPT(13) Input Check. Plots body shape if >-I. Currently not

operationa. Set to -1.

IOPT(14)- Array index limits used with IOPT(13) for limits in
lOPT(16) axial and radial directions. Permits expansion of

object.

Default: Problem index limits

IOPT(20) Debug. Debug print in function converting real space

to generalized coordinates if >0.

Default: IOPT(20) = 0

IOPT(21)=l Debug. Print in EMITTER.

Default: IOPT(21) = 0 (no print)

IOPT(27) Write plot file information evw v ilI'T(27) light time

st eps.

Default: IOPT(27) = I

IOPT(3;) MOVIK file. Write particle information to file TAPEI20

every IOPT(32) particle time steps if >0.

Default: IOPT(32) = 0

103



IOPT(33) EDIT. Print every IOPT(33) axial zones outside region

with axial zcne indices IOPT(34) to IOPT(35) ip 2-D prints.

Default: IOPT(33) = I

IOPT(34) EDIT. Print every axial zone with index between IOPT(34)

and 1OPT(3S), inclusive, in 2-D prints.

Default: IOPT(34) = 1

IOPT(35) See IOPT(33), IOPT(34)

Default: Namber of axial zone boundaries

IOPT(36-38) Like IOPT(33-35) only for radial zones.

IOPT(39) EDIT. Number of significant figures desired in 2-D prints

for all quantities except electric fields. Also give,; the

range of the variable to be printed out - i.e., from peak

value down to 10- [IOPT(39)] times peak value. Useful in

limiting printout size. Use -1 for Elo format.

Range: 1 5 IOPT(39) 5 7.

Default: JOPT(39) = 4

All of the following variables are in NAMELIST DEFINE:

DTN Light time step (sec). Code adjusts to meet stability

criterion if necessary.

Default: DTN = Ax min /2. c x 0.95, but then DTN is

decreased t3 the nearest integer divisor of the par-

ticle time step.

DTPART Particle time step (sec).

TMAX Maximum simulation time (sec).

DTPRNT Time increment for mini-prints (sec).

Default is D'TPR values.

DTPR Times at which to print 2-P prints (sec).

MAX NO = 20.

2-1) print at last tinre step is automatic.

I'OFMOVI ' Time increment for plotting particle posit ions on the

printer-plotter (sec). If zero, no plots.

FIIJUNC Multipl ier of all emissioii current levels from all zones.

Dimensionless.

Default: I
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PG Axial zone boundaries read in in ascending order (m).

MIN NO 3

MAX NO =100

RG Radial tone boundaries read in in ascending order (m).

MIN NO = 3

MAX NO = 100

The variables from here to the end of the NAMELIST DEFINE are read in

only if electron backscattering is being included in the calculation.

REFQ Fraction of charge on particles reflected off conductor

walls each collision. Dimensionless.

Default: 0

EFRAC Kinetic energy per unit charge contained by backscattered

electrons as a fraction of incident energy. Dimensionless.

Default: 0.9

ZBOT Bottom position of cylindrical region from which to back-

scatter electrons (m).

RSIDE Outer radius of cylindrical region from which to back-

scatter electrons (m).

QABTF Fraction defining range of charge particles which are

continued ini the calculation. All particles with charge

less than QABTF times maximum particle charge are

eI iminated.

Def~fault : 0

$END NAMELIST DEFINE

g*

Particles will backscatter only Upon striking conduction regions in
such a way that no grid point is having a contribution to its current den-
sity due to that particle and if the particle is entering the region defined
by ZBOT, ZTOP, and RSIPIt.
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Card Type 1 Col.
After DEFINE 1-80 Comment Card

Card Type 2
"After DEFINE Specification of conduction regions. EIO format.

MAX NO = 100

MIN NO = 0 (i.e., no conduction regions are necessary)

1-10 SIGIM Lower axial position of conducting annulus (m)

11-20 SIGIP Upper axial position of conducting annulus (m)

21-30 SIG2M Inner radial position of conducting annulus

31-40 SIG2P Outer radial position of conducting annulus.

41-50 SIG Conductivity value assigned (mho/m)

DEFAULT: 1. OE+9*o /At.

51-60 FD Read in non-zero value if another annulus is

to foll-ow; otherwise, blank.

61-80 Conufent field

Card Type 3
After DEFINE 1-80 Comment card

Nt IE: The rest of the code inputs are free-form. Columns 1-80 may be used

and blanks are unnecessary. Quantities may be listed in any order within

the division labeled EMISSION CHARACTERISTICS.

Card Type 4
After DEFINE 1l(Z 1 ,RI), ER(Z 2 ,R 2 ), FZ(Z 2 ,R 2 ),

This card sets quantities which are to be written onto

the plot file for use by the plot routines. The quanti-

ties that may be written to the file aie:

Plot Type

1 Ht Magnetic field (amp/m)

2 EZ Axial electric field (volt/m)

3 ER Radial electric field (volt/m)

4 JZ Axial current density (amp/m•)

5 JR Radial current density (amp/i2

6 KZ Axial surface current density (amp/m)

7 KR Radial stir_'f:e current density (amp/rm)

8 I ýM IT 'ITotal emission currert (amp)

9 WEMIT Tot:,l cumulative emission energy (joule)
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- 7- *

Plot Type

10 WKINETIC Total kinetic energy of electrons (joule)

11 WFIELDS Total energy in fields (joules)

12 WLEAVE Total cumulative kinetic energy leaving system (joule)

13 VMAX Maximum potential anywhere along axis (volt)

14 VMIN Minimum potential anywhere along axis (volt)

15 ILEAVE Total current leaving system (amp)

* Plots 1-7 are input as H(z,r), etc.

* Plots 8-15 are input as IEMIT, etc., with no position
specification.

* To finish the list, put END after the last plot.

* Commas are not necessary at the end of a card.

* At least one plot quantity must be specified.

• As many cards can be used as needed up to the specification
of 40 plot q(1 31atities.

The rest of the inputs specify the electron emission parameters of the

prob l em.

Card Type 5
After DEFINE EMISSION CHARACTE!RISTIICS

This card simply informs thl ode that emission

information follows. Cards within this group are

not Iumbe red because the imliV iduoAl d ist ihut ioils

can be input in IllV o r'del" within t(he group.

F-4. I Emission Intensitv n = Point Pair Table

The emission intens i ty format is u.sed TO speciCv t, li tiue hi st'0orV till'

the emiss ion piil ses; 1i is the inutenis ity number', ot which ,p to 20 ire allow-

able, and POINT PAIR -ABI.I is tile time hi story in Aip/i- ve'ss t ilt, ill

EI Play be used to ablreviate emiss1;1io intensity.

For exampIle , a 20)-nlsec :bhiM triangu•lar pul.;( sit, a ciip k at 4 . 1 ;iiiip/ii-

would be input:

FM . ' lIli ]) rl r~'i l' II . , {, 'a) -', .9 , i { ,

1I'l ti ll a b I lilte ti .I ,1 ill i t I) t 50 ilit p1 irs , 1 1,mlla r httlfih I'c ;o lilt ioli

to ftoirly complex (,mission t 11 ht o1' S , Ill:t civ Y c aOIt IoIILI'd on1 | I anIIIv

cards as desired.



An abbreviated form is available for specifying emission pulse shapes

of the form f(t) =sin 2[(7r/2)(t,'Tr)], where T is the rise time and FWHNM of

the pulse. Simply specify EIr. = SIN2 (T) where n is the distribution num-

ber set by the user and T is the rise time in seconds. Note: Abbrevia-

tions listed in Table E-2 may be used here.

Table 1-2

FLOATING POINT MULTIPLIERS FOR
ABBREVIATED ABORC INPUTS

Letter Factor Power of 10

P -12

N -9

U -6

K+3

M +6

thle Power of 11) des i red Oil input card-Cs.

Fi- 4.2 Energy )i stribut ion ii (binus = i ) =Poinit Pair Table

Simlilarly, thle enerIgy' di st1-ibuLt ion car'd all ows I or rbi r speci-

fi cation Ot the CliiiSS ionl Clenet~y' spIct rumn .Aegain, ii s the di str ibut ion

number, aind up1 to 20 a1re a I towed. (BINS r- ii is optional . HI) nav bec

u-sed to alhbr-ev jate cucydi.st ibiut ion. i spec ilies; t hat thereL Shall1 be

pa);rt ick" les it tkd per palrtLiel th imc St l ppci cmi s ilon 'one1( for' he di!1

t 1, i buit i onl. I f t hie (B I NS) i ) i upu~kt i -; on it t d , the, Lkfie ta I Va I ie 01' i i s;

4 . The POINT PAIR 'lABIA1, is, asbfore, wilit Ii cc at i ye trcqllucil\ I 111LI.e/

uii it enler~gy versus cue c%')V I as, t:1C pla i'ii11e1 L'I" 1For i11l c t IL w )

trui-m of L o e I-1 Illi glit be inlpit:

Nott, Z 11 115,C 0ol t le "'K' wh i ch iý I iit rp ic t ed ias I I 'irio s1 othe le CF I t T is'

ma:1 h e uised withII mao~t iiiý 1 I~iuit W111a1iIl'S ill Ill( ciisn i SLCt ion1; t '1 ' ii

euinullltrat L'L ill Illi' 14 I 2. IHcl VI( c spck tu 1- ii 1'N N i llIK i III [4h a

Ii
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Figure E-1. Sample energy spectrum input to ABORC
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Figure 1E-2. Sample angle distribution input to ABORC(
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peak of 1; however, the emitter normalizes all distribution functions, so

the emission current density has the value specified by the emission incen-

sity versus time curve multiplied by the FLUENCE and TIMES factors. The

FLUENCE parameter has already been discussed; the TIMES factor is discussed

below. Desired relative height for all distributions is all the user need

consider.

ANGLE DISTRIBUTION n = POINT PAIR TABLE

The angle distribution card is shown above. AD may be used to abbre-

viate angle distribution. The parameters for the point pair table in this

instance are the number of particles per unit solid angle versus angle in

radians. For example, the distribution of Figure E-2 is given by:

ANGLE DISTRIBUTION 3 = 0,0.6,0.75,1.1,0.45,1.5708,0

Polar angles are employed in the coding for emission specification.

The angle on the given sample is the angle from the emitting surface nor-

mal. The azimuthal angle distribution is typically specified uniform

from 0 to 27 for two-dimensional calculations. Again, up to 50 point

pairs may be used.

The emission energy spectra, angular distiibutions, and pulse shapes

are specified by the above cards input in any order. The last section of

inputs draws all this information together.

E.4.3 Emission Zones

The emission zones card simply specifies that emission zone informa-

tion follow. The emission zones are indicated via:

(zl,r)1  2 TO (z2 r 2) INT i DELAY x TIMES y, ED j, AD k, ADQ3 Y.

zl,r 1 ,z 2 ,r 2 give the coordinates of the zone. i is the ermission intensity

time history number reference to be used for the zone, delayed by x seconds

and multiplied by y. The DELAY and TIMES factors are optional, j is the

energy distribution number to be used for the :one, k is the angle distri-

bution to be used for determining the direction of each particle relative

to the surface normal, and k is the distribution reference for the emission

electron direction azimuthal angle about the surface normal. Up to 20 emis-

sion zones can be specified.
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For example, suppose we desire an emissioln zonc position on the top

of a cylinder, from the axis of 0,2-m radius and at vertical position

(for a particular problem) 0.5 m. We shall referentcc the previous di stri-

but ions and input

-5,0) TO (.5,.2) PNT 5 TIMNTS 10, E57, AD3, ADQI3 2

where we have multiplied the current density by 10. We may also want to

emit from the side cf the cylinder (e.g., radius = 0.2 m) but with reduced

intensity and delayed by a couple of nanoseconds:

TO (.3,.2) INT 5 DELAY 2E-.9 TIMES .1, ID7, AD3$, ADQ3 2

where zI and r 1 for this emission zone are obtained from the previous

zone's z2 ,r 2 .

Card 16
END OF INPUT

terminates the input processing.

E-4 4 Final Remarks

All cards may be continued on the next card except for zone specifi-

cations. Also, blanks make no difference because they are deleted imme-

diately by the coding upon reading the cards. More than one enirgy,

angular, or time distribution can be emitted from a given spatial zone

by simply respecifying the same zone coordinates on an additional emission

zonc card.

The following information is helpftil in using the code.

* Angle distribUtions: polar 0 - 7T/2
azimuthal 0 - 27T

* Plot file: tape 7

* Movie file: tape 20

• Kinetic energy print is every particle in system including
first time step parti Kles

Zone indices increase in direction of increasing z or r
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E -,S SAMPLEr. PROBLEM

Asample ABORC calculation is illustrae r hseto code npts

and selected outputs are listed to summarize previously defined var~iables it)

a test problem. This case was selected as a user's Iillustratictn for code

input and output interpretation and to pirovide a bonchniark test problem for

comparison when conversion to a new computer system is necessitated.

The sample problem has the following characteristics.

Geometry A cylinder 3 m high x 3 m in diameter

Ouiter boundary Cylinder is in an outer cylinder 30
n high by 33 im in diameter

Emission 146/m2 emitted with a cos 8 polar
angular distribution and isotropic
azimuthal angular distribution from
the top and half the side. The
electron energy spectrum is from
the QUICKE2 code.

Pulse shape sin 2

Pulse length 17-nsec rise time and FWHM

Grid characteristics

Number of axial zones 64

Number of radial zones 58

Number of emission zones 5

Number of energy bins 3

Particle time step 0 .21 1 sec

Maximo.m time of calculation 50 ns;ec

Minimum zone size 0.02 m

Clear time 100) nsec

PloCts At var iou~s points oni the top), side,
and bottom of the inner cyl inder, both
the normal electric fiekld and the suir-
fa,.ce current dens it ies are monitored.
Als~o, otioer 11IWIJ pnI Linait itie ,is r(
spe i f i ed.

E- 5.1 .IIIL~t D Iscuss1 i S on-

Tile input ca1rds to modelI the p roblIem men ti oned above are shown in

F igure 1: 3 . The p lot code input.,. are alIso ;hown a ft er the en(, -ofu-i-reý.ord
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604MAT,91 f1MQ,TP17N,TCj00N,3Y0, T,.SS,DT.2,813, DZ,02,5 Ef'%J1 ,SF?
- 1 2

3Dh FI<NE TiWAX6 50E-F), OT!PAR~s.2 f.Q,oTPRNTwj,ý..9,
O'PRIl2.2 E.9,'J0jt9, 604F.9,

FLUENCw1 .'uE2s

. 32, .U 51, (13 * 8.,1,1. 3 .5 13

I1e25,1.1 33, 1,4p 1. 45, 1 .4'8p 1 .5, t1.52, 1 54. ,1.5b,

15,16, .8,169,4fb,8i, 1, 2,1.b8,;9,5, 0.9t I~, I.,; 3. 1.,1,5

SEND
CONDUCTOR~S
-3. 1.s
PLOYS (OZ.005)

IKZ(.1 .5,1,50), R-,, 55
IKZ(2,5,1,5o), EH(.2.S,1.s05'#hR(3,? i,70p, MZ3.A2 , ?S
VMAX,VMIN,IfM.I1,ILt AVE

EZ(03,~75.EZ.O5,75dZ(o7,75)L(,1, 75)* Z(.17, .753 * EZ( ,25, ,?5).
EZ( .5. .75)vvINET1CV+1ELUS,END
EMISSION CHAR~ACTERISTICS

O.S236,,8b66 *6109,.9ýý47, *6981,,984M8, *78544,1,, .8727,,968~4, .q9t94,,9W9,

ADU,1 ,hUT.9b, 1,14.6,122.401,0,3..9,32

E1115''42( 17N)
EDI (8193.3 )a 1.00F*03, 1.32F+16, 1.20L*05, l,.*SIE.b, 1.6OE+03, 1,4,OE+16,
2.00f4 03, 2.64F4.15, *,QOE0E13, 1.93E+15, 2,S80E+01, 1.2r~f.15, 3.20E.03, 8.CSF+1'6,
3*60F*03, 5.70F+144, 4J*00t+01, 3.'46Et1h, 4,.50E+03, 2.10E+14. 5.0oE+03, 1.?VE+1U,
550E+01, 7.66L#13, 6.00t+03, 4.63F+t3, b.O 3 2.91E+13, 7,0aE+03, 1.75E4.3,
7,50F+23, 9.91if-.1.2, 8.00f103, 5.70E+12, 9.00+,03, lQ8ff~j2, 1.O0E+04, 6.08E*l1,

EMISS1Oý' ZUNFS
JO,,0.) TO (0.,1,S)INTI E~Dj:AD,ADQ3 2
TO( *1,.)INTI DfLAY .63N TIMESI. .E.'l, AD1, AD03 2
TO( -,75,1.S) INTI DELtY t.9N TImt3l. ED01, A01, AD1.3 2
TO(-1.1301,5) INTI DFLAY 3,1N !:Mts1, ,E01. ADI, A003 2

TO( .1.5, 1.9) INTl DtLAV 4~,4N T1MýSt. E U1, A01, A003 2
END OF INPUT

BOMAT

1. 09BEST AVAILABLE COPY

I i gure 1: - ABOIR( input f* r loc I illp ' i fll I c I) ro b 1011
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(IfOR) card. This plot input causes the current ABORC file to be plotted

without comparing it agaiust. any other file from a previous calculation.

F . 2 Output Descript ion

Some outpu.s given by ABORC are listed in this section. Figure E-4

shows qiantities printed by the code which are very helpful as input checks.

Such items as total number of zones, time steps, plot file sizes, and

approximate calculation time give a quick indicator if something is grossly

wrong. Minimum zones, time steps, and approximate clear times are also

printed.

The mini-print is shown in Figure E-S for a time of 20 nsec into the

simulation. Definitions of the variable names titling the numbers are

listed in Table E-3 in the order they appear on the printout, reading from

left to right. Some of these variables are most useful in evaluating cal-,

culational numerical quality.

The numbers following the labeled variables are the values of the

requested plot quantities at this time step. Numerical hash often makes

the magnetic field and current density values too noisy to be useful in

this un-averaged form, but other quantities are usually well behaved.

Basically, these numbers provide a back--up in case the plot file gets

lost for some reason.

Spatial distributions of fields and currents at 20 nsec are shown

in Figure V-0, Only those portions closest to the axis are listed due

to the voluminous output. The axial (z) and radial (r) values are listed

to the left and above the tables of values. In the integer-prin tout

tables (I1, ,JZ, J1R, and (CItAk(;Il IN ZONI), only the index of the radial zone

is given due to lack of room. The code inputzs must be referred to in

these cases for the radial position in real space. Whether to use a

zone boundary or center for a given qunitity can he determined from Table

F-4. The designations "QI 1) kI I',TION," "Q2 D)IRILICTION," "Q3 I)TI t:CIlON"

refer to axial , radial, and a:. imtithal di rc'ction,, respect ively.

Iii



sOMF INPUT CHECKS

NO. OF PARTICLE TIME STEPS 290
NO. OF FIELD TIML STEPS 1250

NO. OF ZONES !648
NO. OF TIME STEPS TO BE PUT ON PLOT FILE 625
NO. OF WORDS TO RE WRITTEN TO PLOT FILE 1.4371,EOA

NO. OF FIELD CALCULATIONAL STEPS(ZONE STEPS) 4.5CCE'06

TIME TO CALCULATE FIELDS(760n MIN) 6.840CAE-0.
APPROX COST(DOLLARS) 1.8240c401
APPROX COST PER 1000 AVERAGE PtRTICLES THIS PLIN(DOLLARS) 2.C.ED1
rLFAR TIMES ARE LESS THAN 2.0014E-67 I.IOORIF-07 IN THE AXIAL AND RADI

Zi 72 P2

-l.50OE+OI 1.5000E÷OI I.6500E[0l

THE SMALLEST ZONE IN THE RADIAL DIRECTION IS 2.OOOOOOE-02
THE SMALLEST ZONE IN THE AXIAL DIRECTION IS 2.DOOOOOE-n2

PARTICLE TIME STEP= 2.00000E-10 SECONDS

LIGHT TIME STEP= 4.00nOOE-11 SECONDS

UPCATE PARTICLE POSITIONS EVERY C, LIGHT TIME STEPS

SAX ALLOWABLE TIME STEP FOR STABILITY IS 4.1811#4E-11 SECONDS

Figure E-4. ABORC printout of quantities which test the
inputs for" r, sisonableness

BEST AVAILABLE COPY
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Table E-3

MINT-PRINT VARIABLE GLOSSARY

NSTEP Light time step number

TIME Simulation time (see)

NEMIT Number of particles emitted during present time step

NPART Number of particles being followed at this time

IEIaIT Total emission current at this time (amp)

QEMIT Cumulative charge emitted up to this time (coulomb)

QINSYD Total particle charge representing emitted electrons

at this time (coulomb'

* QLEAV Total emission electron charge striking and sticking
to material surfaces during this time step (coulomb)

QCHEK Charge conservation check; not entirely correct at
present, but small values indicates good conserva-
tion of emission charge

ENERGY EMIT Total cumulative kinetic energy emitted up to this
time (joule)

ENERGY KINETIC Total kinetic energy of all emission electrons at
this time (joule)

ENERGY ABSORBED Total cumulative emission clectron energy absorbed
by materials lp to this time (joule)

ENERGY EFIELDS Total energy stored in electric field at this time
(joule)

ENERGY HFIELDS Total energy stored in magnetic field at this time
(joule)

ENERGY TOTAL FIELDS Total energy stored in E and 1t fields at this time
(joule)

VMAX Maximum electric potential anywhere along the axis
relative to the bottom of the outer can at this
time (volt)

POS Position of maximum potential along the axis rela-
.jtive to the bottton off the outer cart at t his tilde (M)

ECONSERVE Energy conservation parameter: fraction of eniergy
emitted minus energy in fields minus kinetic energy
minus energy absorbed to total energy emitted (dimen-
sionless); small value ('•0) indicates conservation

ECONSERVE IN Energy in emission electrons and fields compared to
energy emitted minus energy absorbed (dimens ion less);
small value ('vO) indicates conservation
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Table E-3 (cont.)

NLEAV Number of particles t)eing absorbed by material during
this time step

1LEAVT Cumulative number of particles absorbed up to this
time

NEMITT Total number of particles emitted up to this time

NSTEPP Particle time step number

QLEAVT Cumulative emission electron charge absorbed by con-
duction surfaces up to this time (coulomb)

NABORT Number of particles prematurely aborted during this
time step; see IOPT(10)

NABORTT Number of particle re-emissions of electrons occur-
ring during this time step if electron backscattering
is being treated

NREFT Cumulative number of re-emissions of electrons occLur-
ring during this time step if electron backscattering
is being treated

QREFT Cumulative amount of charge re-emitted up to this
time due to electron backscattering (coulomb)

IQABTT Cumulative number of particles aborted up to this
time due to charge becoming less than QABTF*QMAX,
where QMAX is defined below and QARTF is defined in
the input description section

QABTT Cumulative amount of charge aborted up to this time
(coulomb); see I1ABTT abcvc

QMAX Charge on the smallest--magnitude particle being fol-
lowed during this time step (coulomb)

QMAXT Same as QMAX

QMIN Charge on the largest-magnitude particle being fol-
lowed during this t ime step (coulomb)

QMINT Same as QMIN

V Maximum velocity of all particles being followed
during this time step (m/sec)
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Table E-4

RELATIVE POSITIONS ON THE G'RID WHERE FIELDS,
CURRENTS, AND CHARGE ARE CALCULATED

Axial Radial
Quantity Positiona Positiona

E c b
z

E b c• r
H c c

J c b
z

J b c
r

CHARGE b b
IN ZONE

E-5.3 PLOTALL Output Description

The plot code output is shown in Figure E-7 as it typically appears at

the end of an ABORC calculation. This example is for the case of plotting

only one file of data generated by a single ABORC run. Discussion on over-

laying additional files of data is given in the following section.

Notice that the plot code inputs are printed, and then most of the

ABORC inputs are given. These quantities reside on the plot files,

enabling the user to check an old file to determine exactly what ABORC

inputs were used to generate it. Also notice that the exact plot posi--

tions are listed along with informatioii pertinent to file and plot

man ipulati on.

Finally, sample plots are shown in Figure E-8 for the normal electric

field at the top of the cylinder and the surface current density at the

middle of the side. The curves are smoothed over 1 nsec. 'lht' plot type

and exact location on the ABORC gri.d are ozivem above the plot, along with

a convenient plot number and the ABORC tiLle card.
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ITTART TF IN 1*04, X900 V9'1 I N LIA

-0. -0. 00 -0.-2. -.

-0-0-1- 0-0-0 -0- 0--2-0-0-0-_ -0-0--0-0 II20-0- 0-210-0-0-0-0-0-0 -0-0-o-0 -00)-0 -0-

FILE TAO 90.000 DE LAYV

1 1.0 0 [-0')-0. -a.
,F01.Al.fI .F)M4,.717N01TCIOON,!sIO. T..5SrT.'.2.,3)', 0l.C2.5 OM.21.3I?

APORC INPUTS

-u -o n -0-u - r -
- -0 -1 -0 1C - -0 -0 t -

. .0. 5.00%) 0002-(1 0. I.IL0C2Ff 2.uC00000-10O 0. 1.00000FO~.40
"2.0000021-08 4. 00000211-00 6.0O0O00E-306

-I.500011-0 1.0000110I .657000'f ICE
30920IcltoRF OCNUCTO S
-3.00000 0.350. -0. 1 .52'OTOF .00-2 01.-703312,-.0170 3
PLO(S PLOTS l0Z.005;
-(RIO ... 35,/.0.110l...0,0-3o33

K1 1:-2 5;. .100) .1 ;El0 - 1- , 1 0. 1.30) 1 R 4 -. 2 .70. 2 75 -?3 . 2, . 75)
v 'A. 00x ; 111, It I " V_

t.5..7 T.,A IIN TIC.F LO2105110

EM 0 03 14110AR AC TERISTICS1

0l, 2 '.66,109.937,09 0'1142,.?734.0...'121..9111 ..'09,.11'9
0~~~~ .4,A6.14.t.I.222.021, a.3,.1 .93 52

A022'0,1.6.29,..
F I I =S 1 Q C1A 'VI
E 011 P I1N0S3'1 . 0 0E 0 3.#I .3 212 .1 fI, 20f .73 I .03[' +I1f,.1.6C1f.0n3., I . 40D FlI,
2. 0 01E'0 3,? E.641'1.2. 4 011E00 3 1T 13FI .2 .00 61 +0 3.1 2 23f' 1 3. 2 PE (01.51A.(I1 .4

1.E0 101O , 1. 0 E1.5 1 2 04 9 C 0 .1 , 5 36L14 A0

[MISS C 10409[11NfLO13f

TC 1) 1-.3R, 1 0., 1 .1 h I I I, OfL A I.63 -. f 02I.52GIk111,AO .

TCI-.75.1.5,)INTIDOLLAVI , E0070s:..112Ž.00)01Ž

TCI-1.5CE,1.F, 11 )LA.N1 0.DOA01) .01Ž05

'PLOT 00110 I TIME PCOITS ON FILL

PRINT EVERY0 I I1101M STIE PS ON F IL I

001201 A"' 11133 THAN OR f131.01 TO, l.ZŽ'00-L'2 TIME 331100 ON THKV FIjf

PLOT TYPES0 AND) POSITIONS 12.09 ON 1TH10 FILl

0 13 0 7 .00 )n010§- .i
I El 1.0063OE021O 7.500300-3ý1

e 3Z R425ý00011 I I s0031.'ov
41 tO -60.T)000I-0I 1.9I0000.co

6 ER2 -1.R6lf01nuM,0O 0.b00Loool,

090Z -2.4000011*00 0.5I'0Q0.12v

9 R -5.0000011.00 7.0)0 Ott- 0l
10 '2 -3.2000011.20 1.5000000- I
I I 0900 1 .000oc+9.90 1.0030002.39
1 2 001 I 1 .00 n00gC.+99 0 . 0 030 ''9o ,
I) OIEM: i I.00(0011.99 0.00300 ý3'
0,4 IlrAot 1.00000L.9.; 1.0000 Or..s
1t L1 3.01>0011-02 7.0.oTo.-o:
16 1Ž2 5.0020011-02 7.5030011-0l
107 EZ 7.00!?0c-02 '.000lt1-CO
is '1 9 900001E-92 7502330' -00

I' 11? ?.00000f-01 031C 0
27 12 2.A030011E-00 7 .0.0o7 2-10
21 112 4.ý535000-01 9. 000,-ti
22 ARINftIC I.0oC40Of`.99 .20'
23 JF111tLS Iccn .0'0E91 .OC'

1919 TIME STEP ON .10ILE 13 1 .% 0i - ill 0Ik A00 7) COPY1' SON THILS lILL

1102 032'- 0' FILETO H0 hILO 1 U011 IAF1t0 'AlP ('AlA SO2 200093 I I IN t'0I) ji lfl'0po~p-I

LNC.O0NIER AN 1211 ON LINI 7 ON 022911' 112 AD Nb,,. 671

62t 1Ž02 STOPS1 ý H4 A1 t OLEN MfAO
62 'I' A)' B00 EEIN STY (Rff

1103000 00005 91*00a Et O S2i n REso ran

THE -X '2ISTIO O'9'F .0V jOot (,N Is) [IL tf TO 129 '116Ills I!,

'"0 9 j~v O 112200 041(0 111 01111 ''E P'LU011. MIX. NO 14 1220015 OF, AHI oIl! Is

Fgure ii? lt codO anput'; and ABORC inpuits resi d infg on t he Isl1ot f ilI
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E-5 GENERATION OF OVERLAID PLOTS - PLOTALL CODE

A FORTRAN IV computer code called PLOTALL is part iof the ABORC com-

puter system. This code operates on ABORC and QUICKE2 (Ref. 1) data files

to produce plots of specified quantities. As many as three such files can

be overlaid on the same gri.d and the plots directed to the printer or to a

pen-plotter. Computer requirements for these plots are minimal for printer

plots and, of course, require a pen-.plotter for the higher-resolution plots.

Also, piocs can be made on CRT or ether plctters with appropriate software

used with PLOTALL. This section discusses how to generate overlaid plots

with the code. Inputs are described and a sample case is discussed. Empha-

sis is given here to an example of overlaid plot files. An example of plot-

ting a single file is given in the previous section in conjunction with the

ABORC sample problem.

While the examples given in this appendix are for ABORC data file

manipulation, the capabilities discussed and illastrat,_!d also appiy to

QUICKE2 data filcs. In the latter case, spectrca are plotted rather than

time histories, and typically no data-smoothing is performed. PLOTALI

capabilities such as comparing curve 1 on file TAPE7 with curve 2 on file

TAPE8 are still the same. Most plot runs are dcne using the negative

value fox the "nunmber of ¼i.ies" •pccification [IOPT(l)], however, which

allows inputting only tw, iata cards to define the plots once the proper

data files are loaded on the system.

An important function perforred by the PLOTALL code is that of curve-

smoothing. 'this optional capability is often uSed in attempts to filter

out erroneous high-frequency noise in time history data from ABORC due to

particle motion through finite spatial grids. This noise is a byproduct

of following too few part:icles to permit cancellation if statistical fluc-

tuations. The smoothing formula employcd by PLOTALL is equivalent to the

time-.averaging of a voltage puls.? entering a circuit with parallel resis-

tance aind capacitive elements.. The cap3acitor voltage responds to the

incident voltage with a characteristic RC time constant. Similarly, all

S. H. Rogers and A, . Woods, "QUICKE2" An Analytical lectron Emis.-
sicn Code",' INTEL-RT 8141-026, June 15, 1976.
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curves treated by PLOTALL -zan be smoothed as if they are voltage pulses,

causing a delayed response. The characteristic time is designated as the

averaging time and is specified to the code. The equation for the aver-

agirg is

'Idf(ýt) _ f (t) gt
dt _ g

where

g(t) = input function to be time-averaged smoothed,

S= characteristic smoothing time,

f = resulting time-smoothed function.

E-6.1 PLOTALL inputs

Inputs to the PLOTALL code are described here, along with a few pointers

-,9 on required specifications for desired outputs.

In the input card descriptions which follow, the abbreviations D and

MAX stand for default and maximum allowed value. Notice the special

instructions at the far right of the figures for some of the cards. Addi-

tional instructions are given below, along with Table E-5, which lists

some constraints on input and calculation variables.

Note on Defaults

Card types 4 and 5 must be input in groups of NFILE cards of each

type, where NFILE can be from 1 to 3. Values on cards after the first

one in each set are assumed to be the value on the first card unless a

value appears on the subsequent card. Therefore, defaults listed here

pertain only to the first card of the set.

Additional Notes and Definitions

". PLOTALL looks for data on files TAPE7, TAPE8, and TAPE , depend-
ing on number of files being overlaid.

"* Curves on the same file can be overlayed by copying the data to
two of the files used by PLOTALIL and then specifying appropriate
plot pcsitions with the 1PPOS cards (card 4).

"* "File" is defined as a block of curves generated by one ABORC or
one QUICKF2 calcul ation.

" "Plot" is defined as the figures generated in which one to three
(urves of the senaratc "files" are overlaid.
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E-6.2 PLOTALL Sample Problem

A sample problem is considered here. The example is to overlay three

separate ABORC results on the same grid. Each file is copied to one of the

three used by PLOTALL, TAPE7-9. The inputs to the code are shown in Figure

E-9. The spacings indicate that blank cards have been used for specifica-

tions for data on TAPE8 and TAPE9. The defaults of plotting every curve on

every file and averaging over the same time constant have been employed.

An example output of the computer run is given in Figure E-1.0. Notice the

plot title at the top, the plot number given by the code for convenience,

the averaging time, the plot type, exact position, and ABORC run titles

defining the curves. All of these features are printed automatically,

maki g identification of the plots very positive. Additional features of

the PLOTALL code are described in the ABORC sample problem section.

E-7 GENERATION OF ELECTRON MOTION MOVIES - MOVIE CODE

A FORTRAN IV computer code called MOVIE is part of the .ABORC system.

This code operates on ABORC and DYNASPIIERE (Ref. 2) data files to produce

movies showing the motion of particles representing photo-electrons emit-

ted from the object(s). The code requires a file of data (either a per-

manent file or a tape) produced by invoking the appropriate option in the

S(;EMP calculation and taking the simple control card procedures necessary

for saving the file. This section details to theprogrammer how to make a

movie of ABORC photo-electrons once the file of information is available.

Generation of the file is explained above in the ABORC input description

section or in the DYNASPItIRF user's manua l. A brief description is given

below of' Jcteps necessary to use the MOVI code, descript i on of code inputs,

sample inputs, and discussion of a sample movie frame,

1:-7. IO M V I F_ InIut R C Ui - Me lI t S

ABOR(C provides all the particle position informIat l 0It each time

step, but the NOVIL code is not presently se't up to automat ically describe

the body outlines from the ABORC inpuls. Therefore , cert:ai1n ilpo ts most

A. ,. hoods, ''User' s Manual for the I)YNASI'IltRI, S(CEMI' (olnputcer Code,'
INT[L-RT 8141--029, April 197T .
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TabIl E-5

MINIMUM AND MAXIMUM ALLOWED VALUES OF PLOTALL
INPUT AND CALCULATIONAL VARIABLES

Minimum Maximum
Value Value

Quantity Allowed Allowed

Number of different
1 3

files overlaid

Number of different
plots

Number of point pairs 4000
on one plot

H8MAT•HPF.i(j SENS
3

2. ,-09

Figure E-9. Sarmple PI.LO'ALIL i iptit card. These cards
indicate that three files of data arf.e to
he overlaid aid averaged over 2 osec.
There are three hlaik cards after the "3"
anid two blank cards after the "2.--09" card.
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be specified to MOVIE if an outline of the object(s) is desired on the

frame. Other options such as spatial/temporal plots, which can appear on

the frame along with the particle motion, must also be specified to the

code. These capabilities can be invoked using straightforward procedures

described in Table E-6. Obviously, the additional steps of special con-

trol card procedures are needed to direct the calculations to the proper

disposal station of the computer, but these commands are entirely

installation-specific and so are not discussed here. The capabilities of

specifying time histories or spatial distributions of plot quantities along

with particle trajectories exist only on ABORC MOVIE files. DYNASPHERE

movies contain only particle trajectors, and the spherical surfaces are

obtained automatically from the data file. All of the inputs described

in Table E-6 are still defined, but some are only dummies.

E-7.2 Sample MOVIE Code Inputs

A sample of MOVIE code inputs is shown in Figure E-11. Note that

this input does not produce the sample frame shown in Figure E-12.

E-7.3 Sample MOVIE Frame

A sample frame generated by the MOVIE code is shown in Figure F-12.

The axis of the object is at the left side of the frame. At this time of

,:8 nsec (shown at bottom center) , the electrons have moved far away from

the object . This case was for low fluence, -o no spaice-charge-limiti ug

occurred. The i, raph on the right shows, t iht magnetic field nealr tile boom

of the object. Any quantity available oil tile data file coUld have been

spectfitd here. The large title at tile top would appear in tile position

of the first title card showjl in Figurte V- II, while tile smaller title

tunder the gr'aoh wotLld he input in the second title card illpjit given in

tile example. Thu small1 title (inderEnea tlh tihe lma lill title on tilet' frame is

the I itic card osed in the ABOR(C rull, whi c h i s ant nt~ll ijcall v obht ailned

froij the MOVIE tfil by the codi yi,.



"fable E--6

INPUTS FOR MOVIE CODE

Card(s) Columns Format Variable Description

1 1-32 8A4 MOVTIT(I) Movie title (placed at top of each
frame).

2 1-10 110 IPART >0 to plot trajectory of particles.
5O no particles plotted.

2 11-20 110 NGRAPH Number of curves to be plotted in
graph if IPOS < 0; number of Doints
on graph if IPOS > 0; NGRAPH - 15.

ABORC only.

2 21-30 110 IPOS >0 plot graph quantities versus

position (or other measure).
:W plot graph quantities versus

time. ABORC only.

3 1-24 6A4 GRATIT(I) Graph title (placed below graph).
ABORC only.

4 1-80 8110 IGRAPH(l) File numbers of data to be plotted
on graph (files are read from ABORC
plot tape); I to NGRAPH values up
to 3 allowed. ABORC only.

(Use card 5 only if [I)OS 0)

S 1-80 8110.3 POS(I) Position (or other measure) of
graph quantity 1; 1 to N;RAPtt values.

6 1-10 F 10.3 TAV Time to average quantities over (nsec).
ABORC only.

0 11-20 110 .3 F;EOM Factor to reduce bound of geometryr by.

7 1-1) lO IR 1 REP) Number of' times to r'epeat eacth moi ie

8 1-10 110 NCLOSI: A itf close-up of' part of the body
des i red (give only the geomiet ry

of that pa rt)
.0 whole body.

8 11-20 I 10 NXY Total nilil11)f. of 0 p0oints, to dlef ie
gleoijet t ry oif, od N (otil y i nit c Ie tc t i oil

po lilts neced he giv/'enI) AIBtIRC only.

8t 30 1l1 NGo Nninbci of . I, which1 to )n';tl'LlCt
hody (points i' l eaich :,iotip are coll
rci tcd); i d NC 1; ABOR( oniv.

""1- )0 10 NP'(I ) NtmIm 'I.' 0I ohl oimlt ' ill t CI'lI gm'1 i); I to
N('. V;I Ll 'ý' ABO K()i ll\,)n Ix .

1-Si) 8 81 I(I..:) I 1 l 1i 'd I ilt Ot i)),I it , de t 11in InL, bodY
1 to Xi vX, 1B\ O'(! ')0Ylv.
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DUM-BBEL'L--1M BOOM--LOW FLUENCE
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